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Preface

Challenges and Promises of Systems Biology: Methodological Issues

There are many definitions striving to capture the hidden meaning of “Systems Biology.”
Indeed, despite many efforts, the concept of Systems Biology remains quite uncertain. As
already highlighted [1], currently two primary streams can be recognized within Systems
Biology: (1) pragmatic Systems Biology, which emphasizes the use of large-scale molecular
interactions (“omic” approach), aimed at building huge signaling networks by applying
mathematical modeling, and thus showing how cells make decisions based on the “informa-
tion” flowing through their networks. (2) Theoretic Systems Biology which posits that the
theoretical (and consequently the methodological) basis of biological study should be
deeply modified [2].

Molecular Biology tries to explain the mysteries of the living being by exclusively
considering it a consequence of a linear translation of the “DNA code.” As originally
formulated, the “central dogma” posits that “information” flows from DNA to proteins,
and not the other way around [3].

However, environmental factors do change the genome, by both genetic and epigenetic
mechanisms, and a number of both molecular and biophysical factors participate in shaping
gene activity and cell functions [4]. Moreover, genomic functions are inherently interactive
and biological processes flow along complex circuits, involving RNA, proteins, and context-
dependent factors (extracellular matrix, stroma, chemical gradients, and biophysical forces
[5]) within which vital processes occur [6]. As a result, no simple, one to-one correspon-
dence between genes and phenotypes can be made [7].

Reassessment of the fundamental concepts of biological science is therefore necessary.
This is happening in all fields, from genetics to cancer [8–10]. Thus, what once were heresies
seem to be creeping back into mainstream biology.

Ultimately, the authors contributing to this volume do not believe Systems Biology
should be considered a “simple” “gradual” extension of Molecular Biology [11], despite
efforts leaning in such direction [12].

At first glance, Systems Biology can be definitely deemed as a way to rethink biology.
Systems Biology is indeed more than just a “sum up” of different sciences, given that
Systems Biology deals with “systems,” and it is concerned with the complex, emergent
properties that arise from the relationship between molecules, cells, and tissues. Functional
properties are not yet in the “molecules,” instead they “emerge” from a self-organized
process, which shape geometrically the living structure into a system, characterized by
hierarchical levels. The interaction among them leads to both top- and downward
causation [13].

Systems Biology is currently committed to promoting an integration of different kinds
of knowledge, not a simple collation of disciplines, but a true multidisciplinary synergy.
There is no doubt that this challenging task needs a new epistemology and scientific
methodology for the third millennium [14].
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Therefore, we have to address some critical methodological issues, just to mention a few.

1. What kind of relationships exists among the lower levels (i.e., molecular) and the
highest ones (cell, tissues, organs)? This question can be more precisely reframed as
follows: how the intrinsic stochastic activity occurring at the genome level could
ultimately end up into a deterministic behavior, as such we observe at the cell or tissue
level [15]? Indeed, both stochastic gene expression and protein conformational noise
[16] contribute in generating phenotypic heterogeneity from which the most suit-
able configuration can be explored by the cell to “make” appropriate decisions
conferring it with remarkable phenotypic plasticity. There is no doubt that gene
expression and enzymatic pathways are finely tuned by gene regulatory networks
(GRN) according to nonequilibrium dynamics [17]. We can now appreciate and
understand more deeply such complex behavior than a few years ago. Yet, gene and
molecular activity regulation only partially rely on driving cues acting at the molecu-
lar, local level, while they are strongly modulated by cues and constraints dependent
on higher levels and tightly embedded within the specific biological field [18].
Compelling evidence claims that order in living systems is mostly imposed by high-
level, general constraints and forces (including electromagnetic, gravity, and cell-
tissue-dependent mechano-transduced forces) [19, 20]. Definitely, phenotypic
switching can result from stochastic (genetic and nongenetic) rather than by deter-
ministic events alone (genetic), while higher order constraints altogether with the
activation of specific regulatory network configuration will help in stabilizing the cell
fate commitment [21]. Systems Biology tries to identify these factors by investigating
the levels upon which these kinds of interactions are likely to happen, that is to say the
mesoscopic level, according to the definition provided by Laughlin [22]. The search
for parameters that can help in (quantitatively) describing biological process implies a
double effort: (a) identification of the minimum number of “observables” required
for a proper description of the system’s behavior, (b) assessment of the (quantitative)
relationships among variables in order to reconstruct a reliable mathematical model.
That approach will likely enable us to infer previsions from data as well as to detect
critical transition points.

2. Molecular biology, through a “classical” reductionist approach, taught us how some
selected and “compartmentalized” biochemical processes are mechanistically linked
to each other and how biochemical cascades operate within the cell. Yet, how the
“parts” are integrated is still an open question. Moreover, we still do not know how
those parts contribute in shaping the whole and, in turn, how the whole drives and
“canalizes” biochemical pathways. This observation has a huge body of consequences
and implies that we have to rethink not only the theoretical basis of biology but also
our experimental methodology. The natural world consists of hierarchical levels of
organization that range from subatomic particles to molecules, ecosystems, and
beyond. Each level is both characterized and governed by emergent laws that do
not appear at the lower levels of organization [23]. This implies that, in order to
explain the features and behavior of a whole system, we require a theory that operates
at the corresponding hierarchical level. For instance, emergent phenomena that
occur at the level of the organism cannot be fully explained by theories that describe
events at the level of cells or macromolecules. As forecasted by Paul Weiss: “There is
no phenomenon in a living system that is not molecular, but there is none that is only
molecular, either. [The molecule-based approach] ignores the relevance of
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morphological form and morphogenesis, which are of salient importance for inves-
tigations on cancer, which after all is also a phenomenon of development at the tissue
level” [24].

The present volume precisely focuses on methodological aspects of Systems Biology in
order to provide this new theoretical approach with a robust and tailored experimental
support.

As Editor, I have collected an eclectic assortment of articles. This is not a “one view fits
all” approach. It is rather one to “let a hundred flowers bloom,” specifically aimed to identify
key methodological issues that actually challenge the reliability of “true” Systems Biology
studies.

The present volume addresses many of these questions: First, by introducing a few key
conceptual hallmarks required for proper modeling. Indeed, the universe of potential
models for any complex system like the function of a cell has very large dimensions and, in
the absence of any theory of the system, there is no guide to constrain the choice of model.
The authors A. Paldi, M. Montevil, and M. Bertolaso extensively discuss the theoretical
principles on which the “architecture of the model is conceived. The conceptual framework
proposed is alleged to capture the insights made at different levels of cellular organization
and considered previously as contradictory. It also provides a formal strategy for further
experimental studies. This is a preliminary, fundamental task as “a typical research project in
biology usually follows a naive inductive logic and the role of the underlying theory is usually
underestimated. Concepts are usually taken for granted and rarely questioned directly. As a
consequence, biology has a tendency to see methodological or technical problems even
when the difficulty is conceptual” (A. Paldi). M. Bertolaso and E. Ratti aptly examine this
difficulty. Accordingly, “a relational ontology is a necessary tool to ground both the
conceptual and explanatory aspects of Systems Biology” (M. Bertolaso and E. Ratti). A
relational ontology emphasizes the fact that even if properties that seem to be “internal” are
actually relational. This is because a relational ontology assumes that the identity of the
objects depends strictly on the existence of the web of relations an object is embedded
within it. Therefore, “in order to understand what certain biological entities (e.g., genes,
proteins) do, we need to recreate the web of relations they are usually part of (M. Bertolaso
and E. Ratti)”.

Sonnenschein and Soto discussed the need of a theory of organisms on which a reliable
Systems Biology approach (both from the theoretical and the methodological point of view)
needs to be established. As far as “theory” is needed, basic premises on which any theoretical
attempt should be based are also required. The authors identified three of such very
fundamental principles: the default state of the cell, a principle of variation, and one of
organization. Accordingly, development as well as pathological developments (like cancer)
are argued to be explained as a relational problem whereby release of the constraints created
by cell interactions and the physical forces generated by cellular agency lead cells within a
tissue to regain their default state of proliferation with variation and motility.

M. Montevil outlines limits and possibility of (mathematical) modeling. Indeed, it is not
sufficient for a model to reproduce a process (in both its qualitative or quantitative aspects)
for this model to be correct. “The validation of a model is based on the validation of a
process and of the way this process takes place. As a result, it is necessary to explore the
predictions of the model to verify them experimentally” (M. Montevil). Second, modeling
usually entails only a specific, limited part of a complex behavior that—obviously—occurs in
a tissue and in an organism. Thereby, the biological “meaning” should be mandatorily
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investigated by putting that process into the whole context. A true biological understanding
cannot benefit from studying parts in isolation. It is time to fill the gap we create long time
ago by adopting a reductionist stance. Some hints are provided and, among others sugges-
tions, Montevil proposes a different kind of cooperation between biologists, physicists, and
mathematical modelers in order to merge the respective skills and knowledge thereof.

A proper selection among the overwhelming body of biological variables so far provided
by high-throughput analytical technologies constitutes a preliminary, essential task. To recall
a paradigmatic example given by the history of Physics, dynamics took off as a science only
when acceleration was identified as the appropriate parameter instead of velocity. Something
analogous is happening in the realm of Systems Biology where the “golden” parameter
(s) has still to be unveiled.

For the search of proper parameters is at the core of biological modeling, A. Giuliani
sketched a compelling survey on the field. Namely, Giuliani warns us adopting “standar-
dized” procedures, already vindicated in nonbiological contexts. Precisely, as “system’s
parameter estimation in biology asks for a continuous feedback between biological and
procedural information, the data analysis by no way can be considered as a ‘separate
optimized’ set of procedures to be applied to a set of experimental results” (A. Giuliani).
We have therefore to look at those networks linking the different players of the system at
hand. That network can be deemed as the only relevant “causative agent” with the experi-
mental observables acting as probes of the coordinated motion of the underlying network.
However, this approach requires a completely different style of reasoning with respect to the
classical approach of biologists used to a neat dependent/independent variables discrimina-
tion and considering the observables as autonomous players in the game. To “extract” such
observables from the intricacy of the system, the “most fruitful way is letting the network to
suggest us (e.g., by the application of unsupervised techniques like PCA) where to look
avoiding the overfitting/irrelevance traps” (A. Giuliani).

Selection of proper parameters for identification of the systems is a central tenet,
especially if we consider that in most cases the parameters introduced into the set of
equations are completely unknown and/or only rough estimates of their values are available.
The so-called parameter estimation problem is then formulated as an optimization problem
where the objective is finding the parameter set so as to minimize a given cost function that
relates model predictions and experimental data. R. Guzzi et al., striving to conceptualize a
reliable approach to the so-called “inverse problem,” acutely address this question. The
inverse problem is indeed a strategy in identifying a minimal set of parameters that can
describe the system under examination or to extract from the models the information
embedded in the system. Since parameter estimation in dynamic models of biochemical
systems is characterized by limited observability, large number of parameters and a limited
amount of noisy data, the solution of the problem is in general challenging and, even when
using robust and efficient optimization methods, computationally expensive. Yet, the solu-
tion of this problem is mandatory, as the parameter recognition is required to “identify” the
system. As a result, the “parameterization of a subclass of dynamic systems will be called
identifiable if, for any finite but sufficiently long time series of observed input-output
trajectories, there exists an unique element in the subclass of systems which represents
those observations” (R. Guzzi et al.). The inverse problem-based approach could greatly
help in solving that conundrum.

C. Simeoni et al. as well as J.M. Nieto-Villar et al. discuss two worth noting examples of
parameter identification and modeling here. According to Nieto-Villar, the phase space of
cell differentiation is reconstructed mainly by adopting the formalism borrowed from the
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thermodynamics of irreversible processes. Accordingly, the cancer “phenotype” is concep-
tualized as a self-organized nonlinear dynamical system far from thermodynamic equilib-
rium, as an “emergent,” specific phenomenon belonging to the cluster of cell-phase
transitions. Therefore, the cancer landscape is rebuilt by considering three main parameters:
the production of entropy per unit time, the fractal dimension, and the tumor growth rate.
The consequent mathematical model shows that cancer can self-organize in time and space
far from thermodynamic equilibrium, acquiring high robustness, complexity, and adaptabil-
ity. The former study from C. Simeoni focuses instead on epithelial-mesenchymal transition
(EMT), a key process of cell fate specification as well of cell reprogramming. It is shown that
epithelial to mesenchymal (as well as the opposite occurring during mesenchymal-epithelial
transition, MET) involves an intermediate step, in which the system displays the classical
feature of a “metastable state.” The metastable state is instrumental for enacting EMT and
for identifying the parameters that are interwoven into a framework of fast-slow dynamics
for Ordinary Differential Equations. Noticeably, those parameters are “captured” by look-
ing at the mesoscopic level, i.e., “the realm comprised between the nanometer and the
micrometer, where wonderful things start to occur that severely challenge our understand-
ing” (C. Simeoni). That is to say, at the mesoscopic level, nonlinear effects, as well as
nonequilibrium processes, are more likely to be appreciated and identified. Again, as in
the previous paper from Nieto-Villar, differentiating processes are described as dynamical
phase transitions. Yet, a special attention is paid to evidencing the role of global cues and
constraints that can be properly assessed at levels higher than the molecular one. This
statement “emphasizes the intrinsic limits of studying biological phenomena on the basis
of purely microscopic experiments [. . .] and, therefore, a multi-scale model (with some
parameters derived from the microscopic analysis) is better suited from a methodological
point of view.”

Limits and opportunities for a general “modeling strategy” are widely discussed in the
chapter by K. Selvarajoo. This chapter reports that even complex response of living cells may
be described by “simple” biochemical models, based on linear and nonlinear differential
equations. For linear models, the reaction topology rather than kinetics plays crucial and
sensitive roles, while a more complicated picture emerges when nonlinear dynamics is
considered. In fact, “for nonlinear dynamics, the parameters need to be precise or the
response cannot be accurately determined due to the stability issue” (K. Selvarajoo). This
means that the influence of the so-called “initial conditions” in shaping a nonlinear dynamics
in no way can be neglected.

A specific application of those concepts to cancer studies is reported by S. Filippi and
P. Ao. The former discusses two principal theories on carcinogenesis—the SomaticMutation
Theory (SMT) and the Tissue Organization Field Theory (TOFT)—by providing a simula-
tion of a brain cancer cells growth in a realistic NMR imported geometry. The paper from
P. Ao strives to “incorporate” both genetic and epigenetic factors to describe liver cancer
development. Such endeavor is summarized in the “endogenous network hypothesis,”
where a core working network of hepatocellular carcinoma is depicted by means of a
nonlinear dynamical approach. That model allows one to recognize two stable states within
the “hepatic landscape,” and those states reproduce “the main known features of normal
liver and hepatocellular carcinoma at both modular and molecular levels” (P. Ao). It is worth
noting that the model highlights that specific, multiscale positive feedback loops are respon-
sible for the maintenance of normal liver and cancer, respectively. Namely, the model
evidences that by inhibiting proliferation and inflammation related positive feedback
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loops, and simultaneously inducing liver-specific positive feedback loops, liver cancer can be
successfully antagonized, and even “reverted.”

The complexity of these “loops” is extensively investigated by O. Wolkenhauer and his
team, by proposing an integrative workflow to study large-scale biochemical disease net-
works by combining techniques from bioinformatics and systems biology. Integrating
experimental and clinical data with the workflow allows vindicating specific hypotheses,
namely by aiming at identifying smaller modules/molecular signatures for tumor-specific
disease phenotypes. The workflow discussed herein can be applied to any large-scale bio-
chemical network to unravel the mechanisms underlying complex biological traits and
diseases.

The appraisal of specific biological processes through a Systems Biology approach needs,
therefore, to capture their dynamics by considering a number of kinetic and thermodynamic
parameters over wide spatial and temporal scales in order to integrate in the model the
influence of nonlocal factors belonging to higher level of organization. This issue is specifi-
cally addressed by the contribution from F. Cardarelli, in which a method to probe the
“diffusion law” of molecules directly from imaging is described. The method principally
refers to a fluorescence fluctuation-based approach. Of note, the presented approach does
not require extraction of the molecular trajectories nor the use of bright fluorophores.

S.A. Ramsay, A. Colosimo, and L. Casadei also discuss specific methodological issues. In
his contribution, S.A. Ramsay describes a computational workflow for cross-species visuali-
zation and comparison of mRNA-sequence transcriptome profiling data. The workflow is
based on gene set variation analysis (GSVA) and is illustrated using commands in the R
programming language. In addition, a complete step-by-step procedure for the workflow
using mRNA-sequence data sets is provided.

The contribution from A. Colosimo addresses a very intriguing aspect, i.e., the modu-
lation of the collective behavior—with the emergence and spreading of synchronous activ-
ities—exerted by environmental force fields. This is a wide diffused phenomenon, even if
rarely investigated. The chapter discusses the collective behavior of different kinds of
populations, ranging from shape-changing cells in a Petri dish to functionally correlated
brain areas in vivo, by means of a fruitful, unifying methodological approach, based upon a
Multi-Agent Simulation (MAS) paradigm as incorporated in the NETLOGO™ interpreter.

L. Casadei et al. furnish a compelling example of the application of Systems Biology
principles in planning the study of the metabolic, dynamic profile (the so-called metabolo-
mic fingerprint) of both cell cultures and individuals. This approach is of particular interest
in evidencing how a disease may influence the overall metabolic response of patients, but
also can modulate key factors/pathway that could be exploited by specific treatments.

Finally, D’Avenio et al. analyze how a Systems Biology approach can benefit from
quantitative morphological studies in which several shape parameters (namely the Fractal
Dimension) can provide useful information about a system’s behavior.

Systems Biology taught us that physiological and pathological processes are complex
context-dependent entities to which our genes make a necessary but only partial contribu-
tion [25]. Yet, Systems Biology is not a simple collection of “new theoretical” principle.
Rather, the conceptual premises imply a profound reconsideration of the methodological
framework. We have to rethink how an experiment is planned, what kind of parameters are
worthy of investigation, and how their mutual relationship should be described by means of
a different mathematical modeling spanning through different space and temporal scales.
That task requires an open-minded attitude and a true multidisciplinary approach. I mean
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that biologists, physicists, and mathematicians should learn to work together, in a true
cooperative effort for establishing a new experimental method of research.

Taken as a whole, this set of articles not only challenges some of the current methodo-
logical paradigms but also lays the groundwork for alternative approaches and in many cases
takes those approaches further towards the goal of understanding living systems as complex
processes, governed by both local and general control factors operating at different space
and temporal scales.
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and José Manuel Nieto-Villar

9 Complexity of Biochemical and Genetic Responses Reduced Using
Simple Theoretical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
Kumar Selvarajoo

10 Systems Biology Modeling of Nonlinear Cancer Dynamics. . . . . . . . . . . . . . . . . . . 203
Christian Cherubini, Simonetta Filippi, and Alessandro Loppini

11 Endogenous Molecular-Cellular Network Cancer Theory:
A Systems Biology Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
Gaowei Wang, Ruoshi Yuan, Xiaomei Zhu, and Ping Ao

12 A Network-Based Integrative Workflow to Unravel Mechanisms
Underlying Disease Progression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
Faiz M. Khan, Mehdi Sadeghi, Shailendra K. Gupta, and Olaf Wolkenhauer

xiii



13 Spatiotemporal Fluctuation Analysis of Molecular Diffusion Laws
in Live-Cell Membranes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277
Francesco Cardarelli

14 A Method for Cross-Species Visualization and Analysis
of RNA-Sequence Data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291
Stephen A. Ramsey

15 Multi-agent Simulations of Population Behavior: A Promising Tool
for Systems Biology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307
Alfredo Colosimo

16 Metabolomics: Challenges and Opportunities in Systems Biology Studies. . . . . . 327
Luca Casadei, Mariacristina Valerio, and Cesare Manetti

17 Systems Biology-Driven Hypotheses Tested In Vivo:
The Need to Advancing Molecular Imaging Tools . . . . . . . . . . . . . . . . . . . . . . . . . . 337
Garima Verma, Alessandro Palombo, Mauro Grigioni,
Morena La Monaca, and Giuseppe D’Avenio

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 361

xiv Contents



Contributors

PING AO � Ministry of Education Key Laboratory of Systems Biomedicine, Shanghai Center
for Systems Biomedicine, Shanghai Jiao Tong University, Shanghai, China; Shanghai
Center for Quantitative Life Sciences and Physics Department , Shanghai University,
Shanghai, China; State Key Laboratory for Oncogenes and Related Genes, Shanghai
Cancer Institute, Shanghai Jiao Tong University School of Medicine, Shanghai, China

MARTA BERTOLASO � University Campus Biomedico, Rome, Italy
MARIANO BIZZARRI � Department of Experimental Medicine, Systems Biology Group Lab,

Sapienza University of Rome, Rome, Italy
FRANCESCO CARDARELLI � NEST, Scuola Normale Superiore and Istituto Nanoscienze—

CNR, Pisa, Italy
LUCA CASADEI � Department of Chemistry, “Sapienza” University of Rome, Rome, Italy
CHRISTIAN CHERUBINI � Unit of Nonlinear Physics and Mathematical Modeling,

Departmental Faculty of Engineering, University Campus Bio-Medico of Rome, Rome,
Italy; International Center for Relativistic Astrophysics—I.C.R.A, University Campus
Bio-Medico of Rome, Rome, Italy

GERMINAL COCHO � Instituto de Fı́sica de la UNAM, México, Mexico
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Chapter 1

Conceptual Challenges in the Theoretical Foundations
of Systems Biology

Marta Bertolaso and Emanuele Ratti

Abstract

In the last decade, Systems Biology has emerged as a conceptual and explanatory alternative to reductionist-
based approaches in molecular biology. However, the foundations of this new discipline need to be fleshed
out more carefully. In this paper, we claim that a relational ontology is a necessary tool to ground both the
conceptual and explanatory aspects of Systems Biology. A relational ontology holds that relations are
prior—both conceptually and explanatory—to entities, and that in the biological realm entities are defined
primarily by the context they are embedded within—and hence by the web of relations they are part of.

Key words Systems biology, Relational ontology, Relational properties, Ontological dependence

1 Introduction

Systems Biology is an approach to the understanding and concep-
tualization of the biological realm that emphasizes systemic and
holistic aspects rather than reductionist and mereological features.
However, the conceptualization of the aspects system biologists
emphasize has been elusive. Here, we want to introduce some
general notions that can account for the scope of Systems Biology.
In particular, we will ground our understanding of Systems Biology
within a relational ontology. A relational ontology is not simply an
ontology of relations. Systems thinking, well before the rise of
Systems Biology, had proposed an ontology of systems that was
aimed at displacing and replacing an ontology of things and objects;
these were seen as making sense only in their interconnections as
parts of larger systems. Relational ontology, in our acceptation,
does not consist in a further replacement of systems with relations.
A relational ontology holds that relations are what maintains and
dynamically transforms all we can observe; as such, relations are the
way to access our observables. In this way, relational ontology
involves epistemology; indeed, it is a way to combine ontology
and epistemology in the same view of the world and of living
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entities. A relational ontology is not a trivial alternative to other
ontologies, in fact it does not dismiss the existence of systems,
parts, and wholes; rather—and very importantly—it dynamizes
them, as, for example, parts can be lost, generated, acquired, and
wholes can emerge, disappear, be displaced. Something very pecu-
liar can be said for the biological realm (or, when the questions are
biological), as here the very properties of objects, parts, wholes,
systems—even those that classical ontology defines as “intrinsic”—
are themselves relational.

The structure of the chapter is as follows. In Subheading 2, we
introduce the dominant view in molecular biology, in order to
understand—by contrast—the issues that should be emphasized
in a relational ontology. In Subheading 3, we introduce some
abstract notions forming a relational ontology. In Subheading 4,
we show how evidence from the biological sciences needs to be
interpreted in light of the general categories of a relational
ontology.

2 Mechanisms and Biological Atomism

A good way to introduce a “relational ontology” is to start with a
very different thesis. The success of molecular biology in the second
half of the twentieth century [1–3] is associated with a cognitive
approach toward biological systems. This cognitive approach,
explicitly advocated by several prominent molecular biologists,
has been emphasized by so-called mechanical philosophers
[4, 5]. In order to understand biological systems, we should
decompose them in discrete entities, analyze each part in isolation,
and then compute the contribution of each part in order to obtain
the behavior of the whole system; to understand the whole, we
need to see it as the sum of its parts. What once was a methodologi-
cal attitude, became later—at least in molecular biology—a meta-
physical thesis, namely that the whole is the sum of its parts. The
ontological assumption behind this view is that biological entities
(genes, proteins, etc.) behave in the specific way we observe because
of some intrinsic properties they possess, meaning that an object is
itself because of properties that pertain to itself only, and neither
because of something wholly distinct from it, nor because of some
operation performed by the scientist through a specific technology.
Accordingly, some biological entities will be fundamental because
their contributions are necessary to make sense of bigger systems.
In philosophy of biology the latter assumption is sometimes called
biological atomism, i.e., the thesis that there are elementary units
the sum of which can in principle explain life [6]. Therefore, the
process of (material) abstraction—namely studying in vitro the
behavior of specific entities, out of their context—is not just a
compromise we have to accept to discover something out of
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incomputable complexity, it is actually a manoeuver that allows
biologists to unveil the properties of specific objects that are essen-
tial in order to understand the behavior of bigger systems. This
ontological assumption also implies that there is a privileged level of
organization that is causally responsible and explanatorily relevant
for all the other levels. If such level of organization is responsible for
the others, the direction of causation will be from this level to the
others; therefore, offering an explanation at that level should, in
principle, answer all questions arising at the other different levels.
Sometimes, this is labeled the thesis of bottom-up causation, mean-
ing that lower-levels cause the existence of higher-levels. In molec-
ular biology, the privileged level is the one of macromolecules,
mainly genes or their direct functional products (i.e., proteins).

Let us consider a concrete example. In cancer studies, the
somatic mutation theory (SMT) exemplifies what we have men-
tioned above. In a nutshell, the SMT is the view that cancer is a
disease related to some specific genes. Whatever we observe about
high-level dynamics in cancer, it is caused by mutations of nucleo-
tides at the genomic level. The origin of the view that the genome
sequence is fundamental to explain mostly everything we observe
about biology is controversial and we do not want to discuss it here.
It suffices to say that, in the SMT view, somatic mutations provoke
some sort of advantage to a cell, such that it proliferates faster or
becomes virtually immortal. Therefore, cancer is a complex phe-
nomenon caused by mutations of nucleotides. The level of organi-
zation where to look to explain cancer is the genome. For this
reason, well-funded research projects today are focused on the
identification of mutations—and in general structural variations—
in the genome (see refs. 7, 8), because mutations are what causes
cancer. Any (mechanistic) explanation of cancer will then be
focused on the study of how mutated genes do what they do.

3 A Relational Ontology for Systems Biology

Several studies, especially cancer studies, show that the derived
SMT intrinsic properties-based, causally-linear ontology is prob-
lematic [9]. The stochastic evolution of cancer, by definition, makes
it impossible to establish direct causal relationships with specific
genetic or epigenetic features. Reconstructing discrete stages is
difficult, and attributing the origin of cancer to a unique intracellu-
lar molecular component or specific exogenous factor seems impos-
sible. During the neoplastic process the molecular components are
mainly unvaried, but their functional activity changes, due to inter-
nal and external factors that eventually involve multiple
DNA-damaging events as well. Such change is considered
dis-functional as far as it does not respond to the normal regulative
factors properly (e.g., aberrant differentiation) and brings about a
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change of the subsystems as well (e.g., genetic instability). From
this point of view cancer can be considered a disease of the
on-going systemic organization of an organism, of its natural dyna-
mism. Parts lose their integrated functional properties and become
more rigid falling into apparently functional states that mainly
require a lower level of energy to be maintained.

On the one hand, the mechanistic approach has been proven
useful, and it will be extremely useful in the future as well to
understand how some biological processes are realized: we do not
have to throw the baby out with the bathwater. On the other hand,
the ontological assumptions are problematic, especially if we take
them to be an ontological thesis rather than just an epistemic
approach to the study of complexity [10]. The mechanistic
approach actually works for some specific scientific questions
related to linear pathways and interactions, or punctual events and
molecular changes. But scientific shortcomings and anomalies, as
well as philosophical reasons, point toward paying more attention
to the causal relevance of long-range interactions between entities.

For these reasons, we now introduce a different picture, which
is the picture of Systems Biology [11]. We try to be as explicit as
possible in depicting the fundamentals of this view, since it is not
rare to appeal to buzzword such as “systems,” “holism” with no
explicit definitions. We further specify that we are interested in
“system-level understanding,” as opposed to “system-centered
view,” because the former is the right term combined with a proper
relational ontology, while the latter is tightly related to an ontology
of systems.

The starting point of Systems Biology is based on the idea that
there are no biological entities with their respective properties if not
as parts of specific systems. Accordingly, trying to define what
biological entities can or cannot do on the basis of their internal
properties is rather hopeless. In other words, the process of abstrac-
tion of entities from their contexts in order to identify their funda-
mental properties can be problematic because entities could not
have the properties that they have if they were not placed in a
specific context. Such context dependency has been addressed and
discussed in terms of “system level understanding.” The idea is that
a biological entity shows certain properties only if part of a specific
context suggests the turn from amechanistic ontology to a systemic
one. A relational ontology incorporates such an assumption
[12]. But what exactly does this mean? Which are the fundamental
concepts of relational ontology in abstracto?

Appealing to a relational ontology means that the understand-
ing of the biological realm should be characterized as a cognitive
process where relations are somehow prior to entities in both
explanatory and conceptual terms. By entities we mean a specific
class of “things” (specific in the sense of “biological”), where things
are subjects of the predication of properties. Here comes the
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distinction between intrinsic and extrinsic properties. Without
going too much into metaphysical details, we define a property
F of x as an intrinsic property if x has F only in virtue of what x is.
For example, having a specific mass is an intrinsic property, while
weight does not seem so. Having a certain weight is an extrinsic
property, i.e. it is a property we have because of the way we interact
with the world. Relations might be considered properties [13], and
in particular extrinsic properties (though this is not necessarily the
case, such as in the case of biological derivation; genealogy is
fundamental to the predicate of other intrinsic and extrinsic proper-
ties). But since the distinction between intrinsic and extrinsic prop-
erties does not always reflect the idea of intrinsic versus relational,
we just restrict our focus to the distinction between properties that
objects have in virtue of what they are (which we call intrinsic) and
properties that entities have because of the way they interact with
other entities (which we call relational). A relational ontology will
be an ontology emphasizing the fact that even properties that seem
to be internal are actually relational. A relational ontology in
biology will be the recognition that the understanding and the
conceptualization of biological entities relies upon the recognition
and causal relevance of some relationship (genealogical, ecological,
functional, etc.).

Take for instance the notion of gene [14]. A specific gene may
be defined in terms of properties that seem to be internal (i.e., the
gene x is a specific sequence of nucleotides), while in other contexts
such as in networks biology a specific gene is defined as a node
within a network [15], i.e., a gene x is a node within a network of
interactions, defined by certain value about its connectivity (e.g.,
degree, clustering coefficient, etc.). However, the fact that a gene
has a specific sequence, and the fact that this sequence has a certain
causal role (i.e., being transcribed as a blueprint for a specific
protein) strictly depend on the context where the gene happens
to be. Therefore, even properties that seem prominently internal
are somehow relational, i.e., they depend on the context.

At this point, it should be noticed that the importance of the
organic and functional context—and hence of the related relational
properties that any biological entity possesses—are implicitly
emphasized also by traditional molecular biology. For instance,
the fact that in order to study the action of a gene an in vivo
validation is taken as the gold standard means that, in order to
observe the real behavior of a certain biological entity, we need to
re-create a context that is similar to the wild-type. Therefore, even
old-fashioned molecular biology implicitly thought that the specific
web of relations that a biological entity has in a specific context is
actually very important in defining what this biological entity
is. The epistemic move of molecular biologists is to put in brackets
the characterization of the context, and then to identify the explan-
atory relevance of certain entities over time and across a number of
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different contexts. Through this, they can actually infer, for
instance, a causal relationship between a mutation and a cellular
behavior, given a specific class of contexts. For this reason, some-
times biologists have thought that there are properties that certain
biological entities have regardless of the context. However, much
difficulty in cancer research has arisen at this point. There are
different cases in which, for example, transplanted cells finally lack
the mutated gene, while still retaining the neoplastic phenotype.

In order to better explain these aspects, let us introduce
another notion that can account for the fact that even seemingly
internal properties are in fact relational properties—i.e., the context
determines and constrains the behavior of single biological entities.
This is the notion of ontological dependency. As Wolff [16] rightly
points out, dependency has some advantages with respect to similar
notions such as supervenience and reduction. Unlike superveni-
ence, ontological dependency is an explanatory relation—i.e., we
explain the existence of an object x in terms of another object
y instead of vaguely saying that anytime x occurs y occurs too.
Unlike reduction, dependence is not eliminative—i.e., to say that
x depends on y for its existence does not eliminate x like saying that
x is nothing but y. In other words, “[t]o say that A ontologically
depends on B is to say that bothA and B exist, but that B is in some
sense ontologically and explanatorily prior to A (. . .) A exists
(at least in part) because B exists” (p. 618). So the claim we defend
here is that the fact that biological entities only have relational
properties is to be ascribed to the fact that they depend ontolog-
ically on the context they happen to be in, and that their identifica-
tion and the explanation of their persistence through change are
mediated by reciprocal relationships. The illusionary view that some
properties of biological entities are strictly internal is based on
structural similarities between contexts, implying that biological
entities will behave in a similar way across several contexts.

4 Evidence from the Biological Sciences

4.1 Intrinsic

Properties

as Relational

Properties

In Systems Biology it is now common to recognize that properties
of a single gene or a single molecule emerge from the properties of
huge networks and from the position of the single gene or molecule
within those huge networks [17]. Palumbo et al. [18, 19] put it
very explicitly: “A gene is defined as ‘essential’ if its deletion has
lethal effects for the organism under a given experimental condi-
tion,” but essentiality, while being a property of the gene, “is an
emergent property of metabolic network wiring.” The authors
name this the “essentiality-by-location” principle. Palumbo et al.
[19] demonstrated that a double mutation involving two enzymes
in yeast, not essential per se, causes death of the organism if the
double knockout provokes a “lack of alternative path” condition in
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the metabolic network as a whole. Here, two concurrent non-lethal
events acquire an essential property, lethality, from the existence of
a global metabolism architecture, not by some deep internal
“nature” of the two enzymes. In other words, their lethality
would be a collective emergent property of the network system
[20, 21] (see Note 1).

4.2 Relational

Properties

Constraining

the Behavior of Parts

In cancer research, we findmany examples and experimental evidence
that the most important properties of a cancer cell emerge from
properties that can be attributed to more inclusive wholes, such as
tissues and “cells + surroundings” ensembles. The maintenance of a
status quo in adult tissues requires that newly generated cells “adopt
the appropriate fate” and contribute to the structure and function of
the organ to which they belong. Such dynamic stability takes place by
“dynamic and reciprocal” exchanges of information between cells
and their surroundings [22, 23]. According to this model, tissues
and organs are embedded in an extracellular matrix (ECM)/base-
ment membrane (BM) that provides them structural support and
contextual information along with soluble factors. In the same way,
tumors exist in intimate relationship with the surrounding microen-
vironment, and “it is the dynamics of this heterogeneous and ever
changing ecosystem that provides additional but crucial information
for mutated genes to exert their function” [24]. This view of the
properties of cancer cells has revolutionized conventional assump-
tions based on single-cell studies. Take, for example, the property of
“drug resistance.” Drug-resistant cells were assumed to emerge as
winners in the competition after prolonged exposure to cytotoxic
agents; they were thought to be the bearers of multiple mutations
that fueled both tumor growth and clinical multidrug resistance.
Now it is clear, from new epistemological assumptions and from
empirical evidence, that the solid tumor microenvironment/archi-
tecture may in fact significantly contribute to the emergence of
therapeutic resistance [12, 24]. Many scientific and philosophical
articles [25] emphasize that properties of components (e.g., mole-
cules)may be lost when such components wander away in isolation or
in other wholes.

Another interesting example from cancer biology is the Tissue
Organization Field Theory (TOFT) that considers some properties
of the tissue as more fundamental than some properties of the
component cells. For more than 15 years now, cancer researchers
Carlos Sonnenschein and Ana Soto have been pushing their Tissue
Organization Field Theory (TOFT) of carcingenesis, according to
which neoplasia arises from a problem of three-dimensional orga-
nization of a tissue rather than from a normal cell gone awry by
mutation or by other mechanisms [26]. For the TOFT, carcino-
genesis takes place at the tissue level of biological organization: the
appearance of a tumor (see Note 2) is due to chronic abnormal
interactions between the mesenchyme/stroma and the parenchyma
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of a given morphogenic. When the structure of a tissue is affected,
cells are “disoriented” and no longer constrained, they cannot
differentiate properly and revert to the default state of all cells
which is proliferation (and migration). Conversely, carcinogenesis
is a reversible process, whereby normal tissues (or their compo-
nents) in contact with neoplastic tissues may normalize the neo-
plasy. The modes in which cells are organized in a tissue are thus
causally and explanatorily relevant, so that in the crucial phases of
cancer onset, aberrant stimuli affecting the coordination and struc-
ture of the hierarchical organization of cellular systems are sufficient
and more explanatory than genetic mutations. Tissue level proper-
ties such as Fields (see Note 3), for example, are attributed causal
priority over parts and held accountable for carcinogenesis and for
tumor heterogeneity.

4.3 Relating (with)

Developing Biological

Contexts

Since the genetic turn in the 1970s, the firm goal of cancer research
was the search for key mechanisms and elements (e.g., genes) that,
being specific, could become the target of treatment. In cancer
research, in vitro cultures were long considered sufficiently homo-
geneous to assume that all the units they contained were causally
efficient and equivalent. In this predominance of specificity, in vitro
cultures remained the privileged experimental system, to some
extent favored by the long-lasting impossibility to study single
cells and by the difficulties to deal with the whole organism.
Then, evidence accumulated showed that cell lines, established
in vitro, do not offer a suitable experimental model, as they reduce
the complexity of the phenomena observed in vivo. The equiva-
lence between cell culture results and those obtained in growing
animals, which are ultimately a reiteration of the phenomenon to be
understood, can often be regarded as incorrect. Also, the context
dependence of the tumor cells phenotype forced a consideration of
the relevance of some established dynamics that take over the
control of the tumor cells’ behavior.

It became clear that the reconstruction of the functional con-
text of the tissue microenvironment provides a key condition for
causal specificity to be studied. Progressively, contextual factors—
which include long-range interactions and topological factors—
were acknowledged in their role of stabilizing the structural and
functional properties of molecular parts. Robustness of networks,
reversibility of the effects linked to epigenetic regulation, tissue
architecture, and genomic analysis gained importance; the rela-
tional conditions under which disorder in the morphostatic gradi-
ents generates the precursors of epithelial cancers in the stroma, in
the absence of genetic mutations, were described also by computer
simulations. The modeled organization of normal tissue and the
progression of morphogenetic change linked to diffusion phenom-
ena, show how the destruction of morphogenetic gradients is suffi-
cient to provide the aberrant cell phenotype. The cell is freed from
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gradient-based control, irrespective of the presence, or absence, of
genetic mutations in cancer cells, during the initial neoplastic pro-
cess. Basically, we can say that the architecture of normal tissue is a
3-D organizing system that, like morphogenetic fields, carries posi-
tional and historical information. Both association patterns and cell
types change as tissues and organs are formed. In addition, the
immune system was shown to play more important roles than
identified genetic alterations [27–33].

The stochastic evolution of cancer, by definition, makes it
impossible to establish direct causal relationships with specific
genetic or epigenetic features. Reconstructing discrete stages is
difficult, and attributing the origin of cancer to a unique intracellu-
lar molecular component or specific exogenous factor seems impos-
sible. During the neoplastic process the molecular components are
mainly unvaried, but their functional activity changes, due to inter-
nal and external factors that eventually involve multiple
DNA-damaging events as well. Such change is considered
dis-functional as far as it does not respond to the normal regulative
factors properly (e.g., aberrant differentiation) and brings about a
change of the subsystems as well (e.g., genetic instability). From
this point of view cancer can be considered a disease of the
on-going systemic organization of an organism, of its natural dyna-
mism. Parts lose their integrated functional properties and become
more rigid falling into apparently functional states that mainly
require a lower level of energy to be maintained. This perspective
is also interpretive of the numerous studies showing that cancer
cells can return to normality when placed in a normal microenvi-
ronment and maintain their ability to undergo apparently correct
differentiation, despite genetic defects [34–37]. The changes in the
genome would then be causally specific only in the context of
global destabilization of gene expression (see Note 4).

Ageing and cancer appear as deeply related. Some data on the
role of stem cells in ageing suggest that stem cells age as a result of
the alteration of processes that, over the course of life, work to
prevent the onset of the neoplastic phenotype. Not only cellular
factors that are inheritable through cell duplication (e.g., damage of
the DNA), but also alterations in the niches that support stem cells,
can contribute to the processes of ageing in mammals [38]. The
results of embryonic stem cell research have deepened our under-
standing of the mechanisms involved in the generation and assem-
bly of tissues and organisms, including those related to ageing and
tumorigenesis (seeNote 5). Some authors even started to envisage a
unified theory of development, ageing, and cancer [40, 41].

Similarities between carcinogenesis and ontogenesis have paved
the way for unified studies of their pathways and protein patterns. A
simple example comes from studies of the WNT family proteins
whose members—secreted glyco-proteins modified by covalent
bonds to lipids—are involved in embryogenesis, adult tissue
homeostasis, and carcinogenesis. But if tumorigenesis and
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embryogenesis are similar under certain respects, important differ-
ences must also be acknowledged, as demonstrated by experiments
on the differential effects of the same mutation during embryonic
differentiation and neo-plastic transformation [42]. Such context-
dependence of the effects of genetic mutations leads to a consider-
ation that will be fundamental in this book: the pathologic charac-
ter of tumor cells goes beyond any genetic or biochemical alteration
[43]. The most noticeable difference between normal and tumor
tissue lies in the imbalance between the processes of cell differenti-
ation and proliferation, allowing tumors to produce an accumula-
tion of aberrant undifferentiated, or partially differentiated,
mitotically active cells. During embryogenesis there is, in fact, a
fine balance between cell proliferation and differentiation essential
for the normal development of the fetus, whereas in cancer it is
precisely the balance between the two processes that is compro-
mised as it is not brought to a successful completion [44]. Recent
research on the early development of prostate cancer supports this
idea [45].

5 Conclusion

In this chapter, we tried to specify the fundamental concepts
grounding the perspective of Systems Biology. In particular, we
have defended the view that a system-level understanding should
come through a relational ontology.

In Subheading 3, we defined the main tenets of a relational
ontology, namely the relational properties and ontological depen-
dence. Relational properties are those properties that an object has
only in light of the relation it has with other objects. A relational
ontology emphasizes the fact that even if properties that seem to be
“internal” are actually relational. This is because a relational ontol-
ogy assumes that the identity of the objects depends strictly on the
existence of the web of relations an object is embedded in.

In Subheading 4, we showed how evidence from biological
sciences supports the adoption of the relational ontology for Sys-
tems Biology. For instance, there are specific properties of genes
that, while they seem to be internal, they are eminently relational,
e.g., synthetic lethality. Other examples showing that “parts” are
constrained by the context they are embedded in come from cancer
studies. In particular, studies in vitro about the behavior of specific
genes or proteins happened to be problematic because the in vitro
experimental setting simplified too much the context—and hence
the web of relations—of biological entities under investigation.
Therefore, in order to understand what certain biological entities
(e.g., genes, proteins, etc.) do, we need to recreate the web of
relations they are usually part of.
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6 Notes

1. In this paper we do not commit to any specific notion of
emergence. This is a topic that would deserve a paper alone.

2. Initially and fundamentally, the proponents of the TOFTaimed
to explain the origin of sporadic cancers, i.e., those cancers that
seem unrelated to specific inherited genetic mutations. Yet, the
TOFT is also proposed as a unifying theory for sporadic and
hereditary cancers, since TOFT authors argue that inherited
genetic lesions can be explanatorily relevant as far as they are
related to tissue organization

3. Actually, Soto and Sonnenschein, citing Gilbert, define a mor-
phogenic field as “the collection of cells by whose interactions a
particular organ or structure forms in the embryo” ([46] fn.
2, emphasis added). They thus seem to be locating a system
more than defining a tissue property. Rubin [47] goes more in
the direction of defining field in terms of tissue-level properties
such as “increased saturation density.” Still, fields are “grossly
invisible, broad regions.” This geometrical/geographical defi-
nition meets therapeutical aims, since identifying fields is even-
tually aimed at excising them along with the tumor in surgery,
thereby reducing the possibility of recurrence at the site.

4. On this point of particular interest is the work done by
[48]. Special attention has been also devoted to the demon-
stration that genetic instability itself (therefore, the accumula-
tion of mutations) follows the onset of an abnormal
microenvironment, as studies seem to demonstrate the genetic
instability of stem cells, when grown without control of the
microenvironment [49]. The same could happen in
pre-malignant cells, after the loss of the stabilizing effects
from the organization of surrounding tissue. The subsequent
deregulation of the DNA maintenance pathways, generated by
alteration of the microenvironment, would be sufficient to
generate the defects observed in cancer cells, so mutations
that inactivate specific genes involved in cell differentiation
may be, more generally, a consequence of the other
non-mutational mechanisms. While here I focus on the
context-dependence of the effects of mutations (i.e., specificity)
once they had occurred, the origin of mutations can also be
considered context-dependent, as epitomized in the remark
that, “It may be more correct to say that cancers beget muta-
tions than it is to say that mutations beget cancers” [50].

5. Examples of regulatory mechanisms are micro-RNA dependent
post-transcriptional regulation [39] and the epigenetic control
of gene expression. Micro-RNAs (miRNAs) are small non-
protein-coding RNAs that negatively regulate gene expression

Conceptual Challenges in Systems Biology 11



at the post-transcriptional level. Stem cells express specific pro-
files of miRNAs that, in turn, can alter the cells’ differentiation
potential. As for epigenetics, the stemness state of a cell appears
to be correlated with its chromatin organization state and
epigenetic modifications.
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Chapter 2

An Integrative Approach Toward Biology, Organisms,
and Cancer

Carlos Sonnenschein and Ana M. Soto

Abstract

Over the last two decades, we have challenged the hegemony of the somatic mutation theory of carcino-
genesis (SMT) based on the lack of theoretical coherence of the premises adopted by its followers. We
offered instead a theoretical alternative, the tissue organization field theory (TOFT), that is based on the
premises that cancer is a tissue-based disease and that proliferation andmotility is the default state of all cells.
We went on to use a theory-neutral experimental protocol that simultaneously tested the TOFT and the
SMT. The results of this test favored adopting the TOFT and rejecting the SMT. Recently, an analysis of the
differences between the Physics of the inanimate and that of the living matter has led us to propose
principles for the construction of a much needed theory of organisms. The three biological principles are
(a) a default state, (b) a principle of variation, and (c) one of organization. The TOFT, defined as
“development gone awry,” fits well within the principles that we propose for a theory of organisms. This
radical conceptual change opened up the possibility of anchoring mathematical modeling on genuine
biological principles. By identifying constraints to the default state, multilevel biomechanical explanations
become as legitimate as the molecular ones on which other modelers that adopt the SMT rely. Expanding
research based on the premises of our theory of organisms will enrich a comprehensive understanding of
normal development and of the one that goes awry.

Key words Developmental biology, Cancer, Somatic mutation theory, Tissue organization field
theory, Constraints, Variation, Theory of organisms

1 Introduction

We scientists are part of the “world” we intend to observe, describe,
and understand. This obvious fact poses a problem about the
objectivity of our observations. Thus, objectivity is not a given, it
has to be constructed. At this effect, scientific theories provide
organizing principles and objectivity by framing observations and
experiments. Among all the sciences, Physics has followed this
general strategy and hence successfully managed to construct a
rich set of general theories. Biology, instead, has only one general
theory, that of evolution according to Charles Darwin. This is a
theory about the relentless change that gave rise to a widely diverse
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variety of organisms. In this context, just two principles, namely,
the generation of variation through reproduction and natural selec-
tion, provide the framework to deal with phylogeny.

Biologists, however, have yet to develop a theory of the organ-
ism that would deal with the timescale of the life cycle. They have
been more adept to propose theoretical constructions during the
nineteenth and in the first half of the twentieth century. In the last
decades, their prevalent attitude has been to think, instead, that
data are devoid of theoretical content, and that theory is unneces-
sary (as in “data speak by themselves”). Oftentimes, this view is
accompanied by the belief that theoretical ideas borrowed from the
mathematical theories of information are factual: for example, that
development is a “program,” that molecules contain “informa-
tion,” and that cells emit and receive signals. As a consequence of
this distorted Zeitgeist, theories about particular biological phe-
nomena, for example cancer, are kept as independent of the concept
of organism. Staying with the particular subject of cancer, since the
inception of the somatic mutation theory of carcinogenesis (SMT)
at the beginning of the twentieth century, the growing number of
lack of fit between this theory and experimental results has been
met by a ceaseless list of only temporary, ineffective ad hoc fixes. We
conclude that the lack of progress in areas of great biological
complexity is a consequence of this theoretical paucity. To remedy
this situation, we here address first some key points that illustrate
the difference between the inert and the alive, then elaborate on
our theory of organisms and later explain carcinogenesis from this
theoretical framework.

In PART I of his chapter we offer a brief assessment of the
differences between the inert and the alive and a short description
of the principles for a theory of organisms, while in PART II, we
address carcinogenesis within this context.

2 PART I. From the Inert to the Alive

Physical theories are grounded on stable mathematical structures
that, in turn, are based on regularities such as theoretical symme-
tries. A physical object is both defined and understood by its
mathematical transformations. These operations permit a stable
description of space, a space that is objectivized as the space
providing theoretical determination and which specifies the trajec-
tory of the object (usually done by optimization principles). In
sum, from this condensed analysis it can be concluded that physical
objects are generic and their trajectories are specific [1, 2]. In Biol-
ogy, instead, there is instability of theoretical symmetries, which are
likely to change when the object is transformed with the passage of
time, such as when a zygote develops into an adult animal. Thus,
biological objects, i.e., organisms, are specific and hence they are
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not interchangeable. Their trajectories are generic and are not
specified by the phase space [2].

Moreover, organisms are the result of a history (ontogeny and
phylogeny). During such a history, a cascade of changes occur as a
result of which organisms acquire variability and show contextuality
depending on the environment in which they live. Unlike inert
objects, organisms are agents, that is, they can and will initiate
actions such as proliferation and movement. Additionally, organ-
isms not only are able to create their own rules, they also have the
capacity to change them [3].

We have recently proposed a theory of organisms that deals
with ontogenesis and thus complement Darwin’s theory of evolu-
tion that addresses phylogenesis [4]. Our theory of organisms is
based on three principles: namely, (a) the default state of all cells is
proliferation with variation and motility, (b) a principle of variation,
and (c) the principle of organization. These principles provide a
rather comprehensive understanding of the organism’s ability to
create novelty and stability and to coordinate these apparent coun-
terparts. By profoundly changing both biological observables and
their determination with respect to the theoretical framework of
physical theories, these principles open up the possibility of anchor-
ing mathematical modeling in Biology. We will next expand on the
background under which those principles have been proposed.

2.1 The Root of a

Theory of Organisms:

The Cell Theory

The cell theory developed from contributions mainly made by
Dumortier, Schleiden, Schwann, Virchow, and Remak [5]. In
brief, this theory claims that all organisms are made up by cells
(one or many), that each cell derives from another cell, and that
cells are the fundamental unit of structure and function of organ-
isms. Georges Canguilhem recognized two main components in
the cell theory, each of them dealing with a fundamental question:
(1) the composition of organisms, in which the cell is the element
“bearing all the characteristics of life,” and (2) the genesis of
organisms [6]. The role of the cell in the genesis of organisms
applies to both unicellular and multicellular organisms. In the latter
instance, the egg from which sexed organisms are generated is a
cell, and the development of such an organism can be explained by
the division of the egg into daughter cells by their proliferation. In
this regard, Claude Bernard considered the cell as “a vital atom.”
Bernard stated “In all in-depth analysis of a physiological phenom-
enon, one always arrives at the same point, the same elementary
irreducible agent, the organized element, the cell” [Claude Bernard
Revue Scientifique, Sept 26, 1874-cited in [6]].

When considering unicellular organisms, a cell and an organism
are the same entity and remain as an individual. However, individ-
uality cannot be attributed to both the cells of the multicellular
organism and the organism that contains them. In this instance, the
concept of level entanglement provides a useful perspective of the
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relationship between the organism and cells. This means that a
zygote is both a cell and an organism, and with each cell division
by the zygote and its progeny, these two levels of individuation
become more obvious. In other words, following Gilbert Simon-
don, individuation in multicellular organisms becomes a process
rather than a thing [7]. All along, the cell theory plays a unifying
role between evolutionary and organismal biology because it pro-
vides a link between the uni- or the multi-cellular individual and its
progeny in which the cell itself is a vehicle of inheritance. Within
this theoretical perspective, the cell remains as the irreducible locus
of agency.

2.2 The Founding

Principles

Which is the lineage of the principles of the theory of organisms?
Again, those principles are (a) the default state, (b) the principle of
variation, and (c) the principle of organization. Each of these
principles has its own history. As a consequence of work that we
began in the early 1970s while studying the role of estrogens on the
proliferation of their target cells, we proposed the default state in
order to explain the data we were then collecting [8]. The default
state is firmly rooted in the cell theory and in the strict materiality of
life. Additionally, the default state is anchored on the notion that
the cell (the original cell derived from LUCA) was an organism and
is the origin of all organisms.

The joint work of Longo, Montévil, Sonnenschein, and Soto
resulted in the integration of variation into the default state of
proliferation andmotility on the grounds that variation is generated
at each cell division. In addition to this default state, a supracellular
source of variation has been identified, namely, the “framing prin-
ciple of non-identical iterations of morphogenetic processes in
organogenesis” [9]. This type of variation accounts for the genera-
tion of mostly regular patterns of non-identical structures typically
observed during organogenesis [9]. The work of Miquel, Soto, and
Sonnenschein also addressed the generation of new observables,
while examining the concepts of emergence, downward causation,
and level entanglement [10]. In turn, the principle of variation can
be traced back to Bailly and Longo’s analysis of the differences
between the physical and biological objects, the concept of
extended criticality [11], and of course, Darwin’s original idea of
descent with modification. The relentless change inherent to the
principle of variation points to the crucial difference between the
theories of the inert and those of the living. The complementary
principle of stability requires to be addressed as a main component
of biological organization.

Historically, the principle of organization can be traced back to
the concepts of autopoiesis [12], of closure [13] and of work-
constraints cycles [14]. These concepts have been further elabo-
rated by Montévil and Mossio [15]. This principle of organization
is the fundamental source of biological stability. The notion of
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closure of constraints as the means to achieve and maintain stability
was traditionally applied to intracellular processes. Mossio et al. also
explored the concept that constraints are conserved at the time-
scale of the process that is being constrained [15, 16]. Objectively,
this concept of constraints opens a point of entry for the mathema-
tization of biology. In fact, we modeled mammary gland morpho-
genesis using the notion of default state and its constraints [17].

2.3 Articulating

These Principles into

a Set

Our three principles are firmly anchored in the biotic world. Fol-
lowing Darwin’ example, we consider unnecessary to delve into the
transition from the prebiotic to the biotic world. By this we mean
that we are agnostic about whether or not the principles that we
propose to study organisms are relevant to the abiotic world; this is
because even a hypothetical biochemical structure capable of
instantiating closure is not an organism, and also because a self-
replicating molecule is not equivalent to an organism undergoing
multiplication. Our theoretical work narrowly addresses both uni-
cellular and multicellular organisms.

In the current analysis about how the three principles we pro-
pose for our theory of organisms are related, we posit that they are
irreducible to one another and none of them could be construed as
the “condition of possibility” for the other two.

2.4 What Is the Role

of the Default State?

Our proposal on the biological default state (proliferation with
variation and motility) represents a fundamental biological postu-
late comparable to that of inertia in Physics. Hence, it does not
require an explanation and it is implicit in the Darwinian view of
evolution. What does require an explanation is the identification
and mode of action of the constraints that limit the instantiation of
the default state both in unicellular and in multicellular organisms.
In other words, what requires an explanation is the departure from
the default state, namely, proliferative quiescence, lack of motility,
and restrained variation [17].

2.5 What Is the Role

of Constraints?

Biological constraints and their effects are crucial targets of research
in the framework of a theory of organisms. Constraints force cells
out of the default state, or modify them by reducing, hindering, or
canalizing their ability to proliferate and/or to move. Such an
inhibitory constraint eliminates the need to use the metaphoric
and anthropocentric notion of “signal” because it acknowledges
the agency of cells. In other words, cells cease to be passive, inani-
mate things on which one has to act upon (stimulate) in order for
them to proliferate or to move.

The principle of organization aims at identifying specific con-
straints in an organism, and thus to verify whether a given con-
straint is functional, namely that, together with other constraints it
establishes closure. In an organism, constraints are maintained by
other constraints and in turn they maintain other constraints. Given
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the interdependence of the parts in an organism, it is insufficient to
analyze a single constraint or a given set of constraints in isolation.
Nonetheless, we obtained an insightful explanation of glandular
morphogenesis by analyzing constraints on the default state in a 3D
model of the breast [17]. Admittedly, additional constraints at the
tissue level and organismal regulation acting via hormones should
be studied for an increasingly comprehensive biological analysis.

Given that each cell division generates two similar but not
identical cells, and by virtue of the default state together with the
Darwinian notion of descent with modification, the principle of
variation manifests itself in the default state. The principle of varia-
tion also applies at supra-cellular levels of biological organization as
in the framing principle of non-identical iterations of morphoge-
netic processes [9]. According to the principle of variation, con-
straints should not be considered phylogenetic invariants. To the
contrary, they are also subject to variation. For instance, a morpho-
genetic process that is described as a set of constraints is not
necessarily conserved in a lineage. Instead, this process will be
altered both for some individuals and at the level of groups of
individuals, for example in a particular species. Thus, constraints
are subject to change.

2.6 How Does

Mathematical

Modeling Fits Within

the Theory of

Organisms?

Symmetries and conservation laws are strictly linked and are basic
principles in both Mathematics and Physics. To the contrary, in
Biology, variation is crucial to both the theory of evolution and the
theory of organisms that we are proposing. Mathematicians have
yet to be inspired to create structures that would open the possibil-
ity of formalizing biological concepts because of the hindrance
posed by the principle of variation in Biology. Highlighting the
differences between inert and live objects, however, opens the way
to facilitate the understanding of what would take to arrive at the
development of a “mathematical biology” that would play a com-
parable role to that it has played in Physics. Of note, such an
approach is very different from the applied mathematics trans-
planted directly from Physics that is routinely used to model
biological phenomena [9, 18]. We favor, instead, to model
biological phenomena using biological principles ([17] Montévil,
this book).

3 PART II. A New Theory of Cancer, the Tissue Organization Field Theory

The tissue organization field theory (TOFT) adopts two main
premises, namely, (a) cancer is a tissue-based disease akin to the
process of morphogenesis during development (cancer is develop-
ment gone awry) [8], and (b) proliferation with variation and
motility is the default state of all cells [9, 19]. In PART I, we
elaborated about (1) the premises adopted to propose a theory of
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organisms, (2) the epistemological basis of the exact sciences (Phys-
ics and Mathematics), and (3) the conceptual nuances in the
biological sciences dealing with the interpretation of evidence
related to unicellular and multicellular organisms. We insist in
considering that although theoretical principles do not require
experimental observation for their formulation, they frame experi-
mental conditions under which empirical data can reproducibly
show patterns consistent with the premises adopted to frame a
theory, in this case the theory of organisms [20, 21].

3.1 The Theory of

Organisms, the TOFT,

Organogenesis, and

Modeling from

Biological Principles

How, when, and where does carcinogenesis fit within the theory of
organisms? The TOFT proposes that carcinogenesis, like morpho-
genesis, is a relational, contextual process. That is to say, teeth, hair
follicles, feathers, mammary glands, lungs are formed due to recip-
rocal interactions between the mesenchyme and the epithelium.
The relational interactions among different components of an
organ cannot be reduced to discrete subcellular events [22]. In
fact, morphogenesis, i.e., the generation of shape and form, is
intimately dependent on physical forces generated by these cell-
cell and cell-tissue interactions [23].

We proposed a model of mammary gland morphogenesis
resulting from the principles outlined in PART I. Briefly, it consists
of two basic components, a cellular one (epithelial cells), and a
physical component (collagen-I matrix consisting of collagen
fibers). As mentioned in PART I, cells are agents that move, prolif-
erate, and generate mechanical forces that act on both the collagen
fibers and their neighboring cells. As the collagen fibers get
organized by the cells, they also constrain the ability of cells to
move and to proliferate. We interpret this circularity in terms of a
closure of constraints. Implementing this mathematical model
revealed that constraints to the default state are sufficient to explain
the formation of the two main components of the gland: namely,
spherical structures called acini and elongated structures that
branch (a ductal system). The results of this modeling effort sug-
gest that cells also produce new constraints such as inhibitors of cell
proliferation and motility. We posit that alterations of these con-
straints are at the root of carcinogenesis. This is consistent with
reports that excess rigidity of the matrix gives rise to irregular
structures unable to form a lumen, which are reminiscent of carci-
noma in situ [24]. In the same vein, mammographic density, which
is due to enhanced tissue rigidity, is an acknowledged risk factor for
breast cancer. We next posit that the relaxation of any of these
constraints in the mammary gland morphogenesis model may
lead to abnormal tissue organization, which if persistent may lead
to carcinogenesis.
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3.2 How Does the

Above Narrative Relate

to Empirical Evidence?

A widely used model in carcinogenesis consists of the treatment of
normal, young female rats from susceptible strains with a chemical
carcinogen or a physical one, like radiation. In the following few
months, all or nearly all these animals develop mammary gland
adenocarcinomas. Where does the chemical or the radiation ulti-
mately act to induce cancer? Or, in other words, which is the target
of the carcinogen? In order to test whether the target of the
carcinogen was either (a) any of the cells in the epithelium, as
proposed by the SMT, or (b) relational, namely, the interactions
between stroma and epithelium and their cells as posited by the
TOFT, we adopted a theory neutral approach. Namely, we sepa-
rately exposed the stroma and the epithelium of rat mammary
glands to N-methylnitrosourea (NMU), a carcinogen that has a
short half-life (~20 min). Once the carcinogen was “cleared” from
the “exposed” group (that is, 5 days after carcinogen exposure), a
series of recombinants between epithelium and stroma were per-
formed. The recombination of exposed stroma with normal
non-exposed epithelial cells resulted in adenocarcinomas, which
originated in epithelial ducts. The reverse combination did not
generate tumors in their hosts [25]. Subsequently, we reported
the normalization of epithelial tumor cells isolated from the
NMU-induced mammary carcinomas which organized as normal
mammary gland ducts when injected into normal mammary gland
stroma [26]. Similar outcomes were obtained from recombining a
quasi-normal, non-tumorigenic mammary epithelial cell line and
irradiated stroma [27], and a non-tumorigenic prostate cell line and
prostate cancer-derived fibroblasts [28]. Altogether this empirical
evidence was consistent with explanations of carcinogenesis
advanced by the TOFT and inconsistent with those of the SMT.
Moreover, these experiments invalidate the SMTand contradict the
idea that cancer is irreversible as implied by the dictum “once a
cancer cell always a cancer cell” [29].

3.3 Using the TOFT to

Explain “Cancer

Puzzles”

Next, we examined published evidence collected in the field of
cancer that has been perceived as representing quirks or “cancer
puzzles.” This characterization was based on the difficulty in inter-
preting outcomes of experimental protocols that followed the
genocentric approach of the SMT. Among those puzzles, it is
worth recalling instances where, on the one hand, normal tissues
transplanted into the “wrong” locations resulted in neoplasia while,
on the other, genuine cancer tissues and their cells became normal-
ized when placed in the midst of normal tissues (normal niches).
One of the most spectacular of those puzzles is exemplified by
experiments spanning 8 years, whereby Leroy Stevens, at the Jack-
son Laboratories in Bar Harbor, Maine, transplanted early mouse
embryos into the testis of congenic mice. These embryos generated
local teratocarcinomas that were subsequently transplanted for
almost 200 generations from mouse to mouse. A group of
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researchers under the leadership of Beatrice Mintz verified the
normalization of these teratocarcinoma cells when they were placed
in early blastocysts of syngeneic mice; moreover, viable offspring
showed a mosaic phenotype combining tissues derived from both
the host’s normal cells and the grafted teratocarcinoma cells
[30–32]. Also, some of these teratocarcinoma cells in mosaic male
mice that ended up randomly in their testis contributed to their
germ-line and formed sperm that carried the genes of these for-
merly teratocarcinoma cells into their own progeny. The conclu-
sions drawn from these and comparable experiments are that a cell
from a neoplasm can behave as a normal cell does, both regarding
its proliferative capability (both a normal and a cell belonging to a
neoplasia generate two, and only, two daughter cells) and in its
ability to carry a genome that responds to cues from distant or
neighboring cells and extracellular matrix as a normal cell does
[33]. Thus, genuine neoplastic tissues and cells are able to generate
normal cells and tissues when grafted among normal cells.

A parsimonious argument can be offered when explaining the
occurrence of cancers in offspring resulting from the fusion of
mutated parental gametes (sperm and/or oocytes). These neo-
plasms are what we have described as inherited inborn errors of
development (Inherited IED) [34, 35]. In such offspring, all the
cells in their respective morphogenetic fields carry those genomic
mutations. Those mutations may occur in genes whose protein
products participate in the establishment of normal morphogenetic
fields, and thus, morphogenesis will be impaired and this “develop-
ment gone awry” may end up forming a neoplasm that would
manifest postnatally as an organ malformation or a tumor or
both. Examples of these rare Inherited IED are the Li-Fraumeni
syndrome, retinoblastoma, BRCA 1 and 2-linked breast and ovar-
ian tumors, the Lynch syndrome, and other syndromes that repre-
sent less than 2% of all clinical tumors. Obviously, carriers of these
germ-line mutations have all their cells mutated and thus the mor-
phogenetic field as a whole reflects the underlying defect in these
syndromes. In these instances, mutations become “proximate”
causes of the malformations and/or tumors.

Separately, the other subgroup of induced inborn errors of
development can be generated when carcinogens (such as environ-
mental endocrine disruptors, viral or radiation exposure, etc.) affect
embryos during organogenesis [34]. The evidence already col-
lected in this field is consistent with the notion that in addition to
the above-referred documented instances of inherited and induced
inborn errors of development (Induced IED), a percentage of spo-
radic cancers (about 98% of all clinical cancers) may have been
initiated in the womb [36, 37]. Altogether, regardless of whether
these neoplasms are due to germ-line mutations or the deleterious
effects of carcinogens in utero can be attributed to the underlying
process of “development gone awry” [19].
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Phenotypes of epithelial cells are susceptible of being manipu-
lated experimentally by changing the niche (epithelium/stroma) in
which they originally land or are placed. In addition to the examples
cited above from B. Mintz and her group, those of Barcellos-Hoff
and Ravani [27] and ours [26], others have strengthened this
concept. For instance, when mouse mammary tumor virus
(MMTV)-“neu-induced” tumor cells mixed with normal mam-
mary mouse epithelial cells were inoculated into cleared mammary
fat pads (stroma), these cells became normalized and formed nor-
mal ducts together with normal epithelial cells [38]. In addition,
these “tumor cells” became normal luminal, myoepithelial, and
secretory mammary epithelial cells. Thus, a normal mammary
gland microenvironment, comprised of stromal, epithelial, and
host-mediated constraints, may combine to suppress the cancer
phenotype during glandular tissue regeneration.

4 Conclusions

Twenty years ago we were puzzled by the lack of theoretical coher-
ence in the fields of control of cell proliferation and cancer. After
having proposed that proliferation and motility is the default state
of all cells, including those in metazoans, we extended our theoret-
ical exploration to carcinogenesis that led us to propose the TOFT.
We used a theory-neutral experimental protocol that simulta-
neously tested the TOFT and the SMT. The results of this test
favored adopting the TOFT and rejecting the SMT.

When using the three principles we proposed, namely, (a) a
default state, (b) a principle of variation, and (c) one of organiza-
tion, we have argued that carcinogenesis can be explained as a
relational problem; that means that the release of the constraints
created by cell interactions and the physical forces generated by
cellular agency lead cells within a tissue to regain their default state
of proliferation with variation and motility. Ultimately, carcinogen-
esis, defined as “development gone awry,” now fits well with the
principles we propose for a theory of organisms.

This radical conceptual change opened up the possibility of
anchoring mathematical modeling on genuinely biological princi-
ples. Turing identified an epistemological gap between modeliza-
tion and imitation [39, 40]. While the former is based on a theory
about the object being modeled, the latter is not. Thus, an analysis
of the differences between the Physics of inanimate and that of the
living matter has led us to propose principles for the construction of
a much needed theory of organisms. In addition to this theoretical
purpose, these founding principles have been useful for framing
experiments and mathematical modeling. Finally, biological princi-
ples are needed to move beyond imitation. In this regard, the
model of ductal morphogenesis referred to above is based on the
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basic principles of default state and the intrinsic constraints gener-
ated by the epithelial cells. By identifying constraints to the default
state, multilevel biomechanical explanations become as legitimate
as the molecular ones on which other modelers rely. Expanding
research based on the premises of our theory of organisms will
enrich a comprehensive understanding of normal development
and of the one that goes awry.

Acknowledgments

This work was conducted as part of the research project “Addres-
sing biological organization in the post-genomic era” which is
supported by the International Blaise Pascal Chairs, Region Ile de
France (AMS: Pascal Chair 2013). Additional support was provided
by Award Number R01ES08314 (P.I. AMS) from the U. S.
National Institute of Environmental Health Sciences. The funders
had no role in the study design, data collection and analysis, deci-
sion to publish, or preparation of the manuscript. The authors are
grateful to Cheryl Schaeberle for her critical input. The authors
have no competing financial interests to declare.

References

1. Bailly F, Longo G (2011) Mathematics and
natural sciences: the physical singularity of
life. Imperial College Press, London
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15. Montévil M, Mossio M (2015) Biological
organisation as closure of constraints. J Theor
Biol 372:179–191
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Chapter 3

Conceptual Challenges of the Systemic Approach
in Understanding Cell Differentiation

Andras Paldi

Abstract

The cells of a multicellular organism are derived from a single zygote and genetically identical. Yet, they are
phenotypically very different. This difference is the result of a process commonly called cell differentiation.
How the phenotypic diversity emerges during ontogenesis or regeneration is a central and intensely studied
but still unresolved issue in biology. Cell biology is facing conceptual challenges that are frequently
confused with methodological difficulties. How to define a cell type? What stability or change means in
the context of cell differentiation and how to deal with the ubiquitous molecular variations seen in the living
cells? What are the driving forces of the change? We propose to reframe the problem of cell differentiation in
a systemic way by incorporating different theoretical approaches. The new conceptual framework is able to
capture the insights made at different levels of cellular organization and considered previously as contradic-
tory. It also provides a formal strategy for further experimental studies.

Key words Conceptual framework, Cell differentiation, Stochastic fluctuations, Metabolism,
Epigenetic mechanisms, Chromatin

1 Introduction

Biology is an empirical science; nothing makes sense in the eyes of a
biologist unless it is derived from experimental observations. A
typical research project in biology usually follows a naive inductive
logic and the role of the underlying theory is usually underesti-
mated. Concepts are usually taken for granted and rarely ques-
tioned directly. As a consequence, biology has a tendency to see
methodological or technical problems even when the difficulty is
conceptual. History of science taught us that paradigm shifts and
breakthroughs in a field usually require a theoretical re-foundation
or conceptual reframing of the major issues. Concepts in biology, as
well as in any other scientific discipline, must be revised periodically,
upgraded, or replaced if necessary. The last years witnessed
emerging discussions on some of the fundamental concepts in cell
biology such as “cell identity” or “cell fate.” These discussions were
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made necessary, among others, by the rapid evolution of techniques
with single-cell resolution. Perhaps this is the reason why very often
they are “hidden” behind methodological issues. In addition to
their high resolution, these methods are very efficient in collecting
astronomic amounts of morphological, physiological, or molecular
data. Contrary to the expectation of many, accumulation of data
alone did not provide us with the understanding of why and how
cells become phenotypically different (i.e., differentiate) and what
are the driving forces of this process. There is a growing feeling that
the difficulties to address cell differentiation result from the inap-
propriate conceptual framing of the problem. Where these difficul-
ties come from? What are the possible ways to resolve them? The
present reflection aims to show that it is possible to define a new
theoretical approach and to rethink cell differentiation on the basis
of our present knowledge.

2 The Quest for Classification

Traditionally, cell differentiation is defined as the phenotypic trans-
formation of the cells from one type into another. Therefore, the
first challenge is the definition of the concept of “cell type.” Text-
books and reviews usually claim that there are about 200 different
cell types in the human organism. They are classified according to
their morphological similarity, tissue location, function or patterns
of gene expression, etc. This is easy to do when very different cells
are compared; there is no difficulty to assign neurons, lymphocytes,
or epithelial cells for example to different categories. But how to
classify closely related cells such as those separated only by a few cell
divisions? Such cells usually resemble to each other, yet they may
display a broad spectrum of gene expression levels, physiological or
morphological traits, etc. How to decide if they belong to the same
or to a different category? The following quote taken from a recent
paper illustrates the difficulties: “. . . should these subcategories be
declared distinct cell types? What differences, be they functional,
regulatory, or morphological, are sufficient to define an organism’s
cellular taxonomy?” [1]. The same problem is sometimes formu-
lated as an issue of “cell identity” and cell differentiation as a
process of change of identity [2]. Others are debating whether
various cell types such as stem cells represent a state or entity
[3, 4]. “Identity” or “entity” are concepts borrowed from philo-
sophical ontology. The debates on them are as old as our systematic
thinking about the world and can be tracked back to Plato and
Aristotle. The cell biological re-formulation of the fundamental
ontological question is: do cell types exist as independent entities?
If so, what are the essential distinguishing features of cell types?
Unfortunately, the issue of cell identity is usually treated in a simple
intuitive way. Although experimental biology is not expected to
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provide a solution for fundamental philosophical issues, but under-
standing the origin and true significance of the concepts directly
imported from philosophy would stimulate their constructive con-
ceptual framing of the cell type issue.

The intensive quest for a better classification has been triggered
by the rapid development of single-cell resolution techniques,
hence the illusion of a technological difficulty [5]. Earlier, biochem-
ical or molecular methods used to characterize gene expression,
protein levels, or other features needed hundreds, thousands, or
even more cells and were able to provide us with population
averages only. Single-cell resolution techniques are able to extract
similar information from a large number of individual cells. For the
first time, in addition to the average we have also a reliable measure
of the variability in the population. It is not surprising that the
number of recognized cell types increases steadily with the resolu-
tion of these techniques. In a recent study for example, using
single-cell RNA sequencing 17 different categories of CD34+
hematopoietic cells were identified on the basis of their gene
expression patterns versus only two categories when a less sensitive
cytometry analysis was used [6]. There are numerous similar exam-
ples [1, 7, 8]. In general, highly sensitive single-cell resolution
techniques show that even very closely related cells are different
to some extent with respect to their gene expression patterns.
Although two different populations of cells are easy to discriminate
on the basis of the average expression level of some distinctive
marker genes, it is usually difficult to assign an individual cell picked
up randomly to one of these defined cell types on the basis of the
single-cell gene expression profile. Although counterintuitive at a
first glance, “cell type” appears as a concept that describes groups
rather than individual cells. Then, how to set the limit between
“irrelevant” and “important” differences between two cells? As we
could learn from philosophy, there is no simple solution to this
problem and perhaps the best way is to get rid definitively of these
controversial concepts. The existing pragmatic solutions measure
the extent of the differences without discriminating what is relevant
or irrelevant. The most frequently employed strategy is based on
the collection of a large number of parameters on individual cells
using single-cell RT-PCR, RNA sequencing, mass cytometry, or
high-throughput image analysis of the cell morphology [1, 6, 7,
9–14]. The data obtained are analyzed using multiparametric clas-
sification algorithms that group cells in categories on the basis of
their phenotypic “similarity.” In this context, “similarity” between
the cells is calculated as a function of the distance between the cells
in a multidimensional space defined by the measured parameters.
The cell phenotype is represented as a location in a multidimen-
sional parameter space. If the measured parameters are the gene
expression levels, as it is frequently the case, the number of dimen-
sions is equal to the number of genes in the genome, and their
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expression levels are the coordinates that determine the exact posi-
tion. Statistical analysis of the distances between these positions
representing the cell phenotypes gives an estimate of the probability
(p value) that the groups identified by the classification algorithm
can be obtained by chance. If the probability for this is sufficiently
low, one can accept that the cells assigned to different phenotypic
groups are indeed different. The advantage of these methods is that
they provide an accurate measure of the phenotypic differences
between the cells on the basis of clearly defined criteria (mRNA
level, protein abundance, etc.) that can be used to classify the cells.
This is an important methodological step, yet it does not give
answer to the original question. Assigning a cell to a given cell
type remains a decision of the observer, who sets the list of para-
meters to be considered, the threshold p-value, sample size, etc.
This makes the classification relative, highly dependent on the
experimental context, choice of the statistical methods, and, impor-
tantly, on the subjective opinion of the investigator. Clustering
algorithms are incorrectly assumed to provide objective judgment
on phenotypic classification and became a standard procedure for
the analysis of single-cell data. Nevertheless, while subjective, the
use of the chosen classification method makes the different experi-
ments quantitatively comparable. Therefore, they open the way to
testing hypotheses on the mechanisms of cell differentiation [15]
without clearly defining what a cell type is.

The single-cell data confirm that every gene expression combi-
nation is not equiprobable. Some gene expression profiles and the
corresponding cellular phenotypes are more frequent, hence prob-
ably more stable than others. Genes interact with each other and
this can be described as a complex network where edges represent
interactions between the vertices formed by the genes. The net-
work representation of gene-gene interactions led to the proposi-
tion that frequently observed gene expression profiles or the
corresponding cellular phenotypes reveal states of the gene interac-
tion network that are close to an attractor in the multidimensional
parameter space [16, 17]. These attractors emerge as a result of
mutually stabilizing interactions between a set of genes making
their co-expression more frequent among the possible combina-
tions. In the attractor interpretation therefore, a cell phenotype is a
state of the gene interaction network that is more or less close to an
attractor and cell differentiation is a process of transition between
the attractors [17, 18]. This representation makes direct reference
to the now classical “epigenetic landscape” metaphor proposed by
Conrad Waddington almost 70 years ago [17, 19]. The attractor
concept of cell phenotype circumvents the “continuous versus
discrete” dilemma of cell classification and focuses on the temporal
dynamics of the phenotypic change.

30 Andras Paldi



3 Temporal Dynamics, Stability, and Change

Single-cell studies uncovered another important aspect of the cel-
lular phenotypes: the expression of the genes in a cell and, conse-
quently, the phenotypes are fluctuating continuously. As a result,
even cells in a clonal population exhibit a broad distribution of
various traits. Stochasticity of gene expression was suggested and
experimentally detected long time ago [20, 21], but the phenome-
non gained a significant interest only after the publication of a
landmark paper in 2002 [22]. Variation of gene expression is the
direct consequence of the stochasticity of biochemical reactions
involving molecules present in small copy-numbers in the cell.
For example, in a typical eukaryotic cell there are only two copies
of each gene. Transcription factors, RNA polymerase molecules,
and other components of the gene expression machinery are also
present in very low concentration. Under these conditions, bio-
chemical reactions are limited by the diffusion of the molecules and
occur only when the participating molecules meet by chance. In the
case of gene expression involving many different partners this leads
to strong fluctuations at a time scale of minutes to hours compara-
ble with the life cycle of the cells. These fluctuations, frequently
called “noise,” ubiquitous and are unavoidable because they are
caused by the very nature of the biochemical reactions [23]. There-
fore, stochastic fluctuations rather than stability should be consid-
ered the default state of gene expression.

This transforms radically the way we have to consider the
problem of gene expression changes during differentiation. Tradi-
tionally, gene expression is supposed to be stable. Changes during
differentiation are supposed to be strictly controlled, inducing
regulated transition of the cell between phenotypic states. Sponta-
neous gene expression fluctuations have no role in the process, they
are just “noise.” However, measured and characterized experimen-
tally, we know now that the extent of the gene expression “noise” in
individual cells is comparable to the variations supposed to be
regulated [24, 25]. Population level measurements provide us
only with average values of the gene expression levels; they show
population level tendencies and hide the individual variations. Yet,
not populations, but individual cells differentiate. How to reconcile
then the unstable nature of almost every characteristic of individual
cells with their obvious capacity to maintain a stable phenotype?
How to explain that these phenotypes can change in an orderly
way? Until now the phenotype and the underlying gene expression
pattern were supposed to be stable and the explanandum was the
“change.” In the new conceptual frame, stability becomes the
explanandum. The question to be addressed now is how a naturally
fluctuating living cell can be maintained in stability. This is just the
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opposite of the traditional deterministic view, which has dominated
biology until now.

Obviously, change and stability are a pair of complementary
concepts that also raise the question of “continuous versus dis-
crete.” A slow “change” can be seen as “stability” depending on
the timescale of the observer. Averaging over a sufficiently long
interval of time can filter smaller fluctuations and reveal the ten-
dency of an individual cell to conserve or change its phenotype,
gene expression levels, protein abundances, etc. The key question is
what is a “sufficiently long” time interval? A pragmatic approach to
this question is to take the characteristic timescale of the random
fluctuations as a starting point. Purely stochastic gene expression
changes occur at a characteristic timescale of minutes to hours. If
the timescale of the fluctuations is longer than the cell’s lifecycle,
the phenotype is usually considered stable because the daughter
cells remain phenotypically close to the mother cell [26]. Slow
fluctuations can therefore be seen as to reflect a kind of “memory”,
that makes the actual phenotype state of the cell remaining close to
the previous one. From this point of view, one extreme is “no
change” (full stability), where the past state is identical to the
present one. This is only a theoretical possibility. It is opposed to
the other extreme, also theoretical, represented by random fluctua-
tions without memory, where no prediction of the present state
from the past is possible. Real cells are never fully stable, nor they
are fully ergodic. Since the whole problem is further complicated by
the fact that the cells divide and usually transmit their phenotype to
the daughter cells, the candidate mechanisms for slowing down
natural fluctuations and stabilizing cellular phenotypes are also
expected to remain active during and after cell divisions.

4 Energy for Stability

We have learned from physics that maintaining order and stability in
an open system is principally a matter of energy investment. Indeed,
theoretical models and experimental verification have demon-
strated that the energetic costs of the noise reduction are very
high and of the same order of magnitude as the cell’s capacity to
produce energy [27]. Consequently, the cell has no capacity to
suppress molecular fluctuations such as gene expression noise and
their consequences; at best it can reduce them to some extent. The
putative mechanisms must be functionally dependent on and lim-
ited by the energy-producing cellular processes.

Gene expression is a “birth and death” process. Birth is a
multistep process involving transcription and translation and all
the steps of maturation of the mRNA-s and proteins. “Death” is
also a multistep process involving the degradation of the interme-
diate or the final gene products. The actual level of the gene
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product in the cell is determined by the rate of the synthesis and
degradation [28]. Simultaneous high synthesis and degradation
rates can produce similar levels as low synthesis/degradation
rates. Obviously, fluctuations of the gene product concentration
can also be caused by the fluctuations in both the rates of synthesis
and degradation. All these processes require ATP or some other
form of energy-carrying substrates. Some steps are known to con-
tribute more to the fluctuation/stabilization process than others.

Mechanisms that dissipate chemical energy generated by the
metabolism to modulate gene expression fluctuations are now well
known. Molecular mechanisms known as “epigenetic modifica-
tions” of the chromatin are excellent candidates for the role of the
“stabilizer” of phenotype through influencing the fluctuations of
the “birth” rate. Chromatin is a macromolecular structure formed
by the genomic DNA associated to proteins, essentially histones.
When wrapped in the chromatin, DNA is not accessible for tran-
scription. Transcription is only possible if the chromatin dissociates
from the DNA. This is a typical stability problem. Each chromatin
component carries several covalent modifications, such as acetyla-
tion, methylation, phosphorylation, poly-ADP-ribosylation, etc.
that determine the overall stability of the structure. The biochemi-
cal reactions that introduce or remove these modifications are
catalyzed by dedicated enzymes. The reactions form a cooperative
network that brings together either a stable repressive chromatin
structure (heterochromatin), which makes the DNA inaccessible to
the transcriptional machinery, or an open structure (euchromatin)
that allows transcription. Thanks to the cooperative nature of the
reactions and despite the reversibility and very short half-life of each
individual modification, both the structures can stably be main-
tained for a long period of time. This is a dynamic, steady-state
stability resulting from the equilibrium of the permanent action of
the modifying and the reverse reactions and the resulting rapid
dissociation-association of the corresponding chromatin proteins
[29, 30]. As a result, the chromatin around a gene is either open,
allowing transcription or repressed, making transcription impossi-
ble [31]. The structure is constantly adjusted depending on the
dynamic equilibrium of the “on” and “off” reactions. It has been
shown that the chromatin behaves as a dynamic bistable system
with hysteresis [32]. The transition between the active and
repressed states of a gene is switch-like. It depends on the competi-
tion of the heterochromatin- or euchromatin-generating reaction
networks and on the time spent in the previous state. A heterochro-
matin structure formed long time ago is more difficult to reverse
than a recently generated.

Whether a gene becomes silenced or accessible for transcription
is in fine determined by the dynamic equilibrium between the
processes bringing together the permissive and repressive chroma-
tin and on the pre-existing state of the chromatin. When accessible,
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transcription factors can selectively bind to the DNA in a sequence-
dependent way and further bias the equilibrium toward the open
state usually at the sites of transcription initiation. In this way,
transcription factors contribute to the stabilization of the gene
expression networks as proposed by the attractor concept of cell
phenotypes. However, they cannot specifically activate a repressed
gene without a prior transition of the chromatin to an at least
partially open state, because the DNA is simply not accessible for
binding. This is an essential point, because it means that a silenced
gene can be re-activated only after or concomitantly with the
change of the chromatin structure. Transcription factors alone are
not sufficient to activate a gene; they can only increase the proba-
bility of the transcription initiation of the accessible genes.

Another essential distinguishing feature of the chromatin is the
capacity to “record” the previous activity of the genes due to the
hysteretic dynamical properties. In this way, chromatin becomes a
major component of the so-called cellular memory because it can
conserve its structure over mitotic and in rare cases even over
meiotic divisions. This property confers the cells the capacity to
differentiate in an orderly way instead of switching irregularly
between the possible phenotypes.

In summary, chromatin is a highly dynamic key player able to
slow down the stochastic fluctuations of the transcription, essen-
tially by its reversible repression. The way the chromatin structure is
brought together by the epigenetic modification confers to it a
memory function. When repressed by the heterochromatin, a
gene cannot be transcribed. There is no mRNA production,
hence no fluctuations. When accessible for transcription, the RNA
synthesis is subject to stochastic effects resulting in a bursting
production of mRNA molecules and generating stochastic fluctua-
tions in their number. These fluctuations can be amplified or buff-
ered by the consecutive steps of translation and degradation of the
gene products and in this way they contribute to the overall fluctua-
tions of the cellular phenotype.

5 Energy for Change

Stability of a dynamic system requires energy that compensates for
the continuous stochastic fluctuations. However, changing a
dynamic equilibrium into another, a gene expression profile into
another is also energy dependent. Activating repressed genes and
repressing active ones is achieved by the cell through changing the
chromatin around these genes. The transition between the repres-
sive and permissive configurations depends essentially on the epi-
genetic modifications. The dynamic nature of these modifications
implies that both the maintenance of the chromatin structure and
the transition between the different forms are energy-dissipating

34 Andras Paldi



processes. Indeed, the substrates used for epigenetic modification
are all small molecular intermediates of the core energy metabolic
pathways (for comprehensive reviews, see ref. 33. I apologize for
not citing original papers). For example, acetylation of the histones
and many other nuclear proteins is achieved using acetyl-CoA as
substrate. Acetyl-CoA is probably one of the most important hubs
in the metabolic network of the cell. It is directly generated from
pyruvate, the end product of the glycolysis. Acetyl-CoA is either
converted into citrate in the first step of the Kebs-cycle or used as a
starting point for the biosynthesis of lipids and indirectly of almost
any other types of macromolecules in the cell. The levels of Acetyl-
CoA fluctuate widely depending on the metabolic flux and directly
influence the level of acetylation of the chromatin components in
the nucleus. The same is true for all other epigenetic modifications.
Methylation is dependent on S-adenosyl-methyonin, a methyl
donor synthesized from methionine, an essential amino acid and
ATP. Demethylation reactions use a-ketoglutarate, a key Krebs
cycle intermediate, poly-ADP ribosylation is dependent on NAD+
as a substrate, phosphorylation requires ATP, etc. The direct sub-
strate level metabolic link between energy production and chroma-
tin structure is more than obvious. In general, the rate of enzymatic
reactions is essentially dependent on the substrate concentration.
The intracellular concentration of the key metabolic substrates is
indeed a major determinant of the epigenetic reaction rates [34].

Energy production depends on a network of red-ox reactions.
The concentration of the intermediate metabolites and final high-
energy-carrying molecules, in turn, is determined by the flux and
activity of the whole metabolic network, which is itself dependent
on the nature and availability of electron donors and acceptors.
Electron donors are essentially nutriments taken up from the cellu-
lar environment and to lesser extent the cell’s own reserves. The
electron transfer between them is a multistep process and involves
intermediate electron transporters (NAD, NADP, FAD). These
electron transporters provide electrons to all other electron transfer
reactions including biosynthesis. In the presence of a sufficient
external carbon source as an electron donor and oxygen, the oxida-
tion into H2O and CO2 will be dominant and the ATP production
and concentration of reduced electron transporters, as NAD+ and
NADP+ will be high. When oxygen is not available, glycolysis will
dominate, biosynthesis will eliminate the oxidation by O2 as a final
electron acceptor. The concentration Acetyl-CoA and Krebs-cycle
intermediates will be relatively high. Therefore, the nature of meta-
bolic regimes and the transition between them can modulate the
concentration of key metabolic substrates for epigenetic reactions.
This, in turn, increases or decreases the rate of the corresponding
epigenetic reactions and, as a corollary, modulates the frequency
and amplitude of the gene expression fluctuations.
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The direct dependence of the stabilizing mechanisms on the
energy-producing metabolic flux also implies that the cellular envi-
ronment can impact the rapidity and extent of gene expression
fluctuations. In fact, the metabolic flux in the cell is dependent
primarily on the external substrates as electron donors. The most
efficient terminal electron acceptor O2 is also provided by the cell’s
immediate environment. The oxygen concentration usually varies
significantly within the tissues as a function of the physical distance
to the source (blood vessels) and the local demand. In this way, the
cellular microenvironment is of primary importance in determining
how a cell can generate energy and impact the transcriptional
fluctuations through the epigenetic modifications. Each cell is
exposed by a unique microenvironment that is essentially com-
posed by other cells. This may explain why cells in the same tissue
are so different and create complementarity and interdependence
between neighbors. The cells localized close to the nutrient and
oxygen sources use different metabolic pathways than those cells
that are located more distantly and exposed to a microenvironment
composed by the resources not used by their neighbors and by their
secreted metabolites. A tissue or a cell community can be consid-
ered analogous to an ecosystem and the interaction between the
cells as a Darwinian selective pressure. It has been proposed that cell
differentiation is a process analogous to Darwinian evolution
[35, 36]. Stochastic fluctuations of gene expression in the cell
generate spontaneously phenotypic fluctuations. Interactions
between the cells and their microenvironment act as a selective
force that can stabilize some phenotypes only. Each cell fluctuates
until it can express the characteristics that allow using the available
resources and maintaining a metabolic flux that produces the nec-
essary energy in the system of interdependent individual cells placed
in a given environment.

6 Conclusion

It is important to keep in mind that living cells are out-of-equilib-
rium open thermodynamic systems that constantly dissipate energy.
The minimal energy flux required to maintain the dynamic equilib-
rium is a sine qua non-condition for the living state and expected to
be the organizing force of the living matter [37]. This theoretical
conclusion led to the proposal that the true driving force of cell
differentiation is the requirement to continuously dissipate energy
produced by the metabolic flux [38, 39]. Chromatin stabilizing/
destabilizing epigenetic mechanisms appear as a major evolved
molecular mechanism that links the environment to the fluctua-
tions of the genome function [38]. These mechanisms transform
metabolic fluctuations into gene expression fluctuations ensuring
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the generation of new phenotypic variants until the metabolic
adaptation is achieved.

The Darwinian model of cell differentiation conceptualizes the
whole process of ontogenesis using the same concepts of variation/
selection as in the theory of evolution. Phenotype variations are
generated by the stochastic fluctuations of the molecular processes
that maintain the continuous fluctuations of gene expression levels
[10, 40–42]. The necessity to maintain the permanent energy flux
required for the vital cellular processes represents a strong selective
pressure continuously acting on the fluctuating phenotype. Subop-
timal metabolic flux acts by increasing the fluctuations; return to
the steady state decreases them. The metabolic pressure canalizes
the cell phenotype through the direct substrate level link between
the core energy metabolism and the chromatin modifying epige-
netic mechanisms. The same epigenetic mechanisms also ensure the
conservation of gene expression profiles after cell divisions.

Redefining the conceptual framework of cell differentiation by
considering variation as a central player leads to a unified theory
that explains the emergence of different living forms at different
time scales without making the distinction between an individual as
a unit of evolution and its parts as units of ontogenesis. The two
processes are expressions of the same principles [43].
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Chapter 4

A Primer on Mathematical Modeling in the Study
of Organisms and Their Parts

Maël Montévil

Abstract

Mathematical modeling is a very powerful tool for understanding natural phenomena. Such a tool carries its
own assumptions and should always be used critically. In this chapter, we highlight the key ingredients and
steps of modeling and focus on their biological interpretation. In particular, we discuss the role of
theoretical principles in writing models. We also highlight the meaning and interpretation of equations.
The main aim of this chapter is to facilitate the interaction between biologists and mathematical modelers.
We focus on the case of cell proliferation and motility in the context of multicellular organisms.

Key words Mathematical modeling, Proliferation, Theory, Equations, Parameters

1 Introduction

Mathematical modeling may serve many purposes such as
performing quantitative predictions or making sense of a situation
where reciprocal interactions are beyond informal analyses. For
example, describing the properties of the different ionic channels
of a neuron individually is not sufficient to understand how their
combination entails the formation of action potentials. We need a
mathematical analysis such as the one performed by the Hodgkin-
Huxley model to gain such an understanding [1]. In this sense,
mathematical modeling is required at some point in order to
understand many biological phenomena. Let us emphasize that
the perspective of modelers is usually different than the one of
many experimentalists, especially in molecular biology. The latter
field tends to emphasize the contribution of individual parts, but
traditional reductionism [2] involves both the analysis of parts and
the theoretical composition of parts to understand the whole,
usually by means of mathematical analysis. Without the latter
move, it is never clear whether the parts analyzed individually are
sufficient to explain how the phenomenon under study comes to be
or whether key processes are missing.
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We want to emphasize the difference between mathematical
models on the one side and theories on the other side. Of course,
modelization belongs to the broad category of theoretical work by
contrast with experimental work. However, in this text, we will
refer to theory in the precise sense of a broad conceptual framework
such as evolutionary theory. Evolutionary theory has been initially
formulated without explicit mathematics. Evolutionary theory has
actually led to different categories of mathematical analyses such as
population genetics or phyllogenetic analysis which are very differ-
ent mathematically. Theoretical frameworks typically guide mode-
lization and contribute to justifying mathematical models.

Mathematical modeling raises several difficulties in the study of
organisms.

The first one is that most biologists do not have the mathemat-
ical or physical background to assess the meaning and the validity of
models. The division of labor in interdisciplinary projects is an
efficient way to work, but it should at least be completed by an
understanding of the principles at play in every part of the work.
Otherwise, the coherence of the knowledge that results from this
work is not ensured.

The second difficulty is intrinsic. Living objects have theoretical
specificities that make mathematical modeling difficult or at least
limit its meaning. These specificities are at least of two kinds.

l Current organisms are the result of an evolutive and develop-
mental history which means that many contingent events are
deeply inscribed in the organization of living being. By contrast
the aim of mathematical modeling is usually to make explicit the
necessity of an outcome. For more on this issue, see ref. 3.

l The study of a part X of an organism is not completely mean-
ingful by itself. Instead, the inscription of this part inside the
organism and in particular the role that this part plays is a
mandatory object of study to assess the biological relevance of
the properties of X that are under study. As such, the modeliza-
tion of X per se is insufficient and requires a supplementary
discussion [4].

The third difficulty is that there are no well-established theo-
retical principles to frame model writing in physiology or develop-
mental biology [5]. In particular, cells are elementary objects since
the cell theory states that there are no living things without cells.
However, cells have complex organizations themselves. Modeling
their behavior (see Note 1) is therefore challenging and requires
appropriate theoretical assumptions to ensure that this modeling
has a robust biological meaning.

A theoretical way to organize the mathematical modeling of
cell behaviors is to propose a default state, that is to say to make
explicit a state of reference that takes place without the need of
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particular constraints, input, or signal. We think that proliferation
with variation and motility should be used as a default state
[6, 7]. Under this assumption, cells spontaneously proliferate. By
contrast, quiescence should be explained by constraints explicitly
limiting or even preventing cell proliferation. The same reasoning
applies mutadis mutandis to motility. This assumption has been
used to model mammary gland morphogenesis and helps to sys-
tematize the mathematical analysis of cellular populations [8].

In this chapter, we will focus on model writing. Our aim is not
to emphasize the technical aspects of mathematical analysis.
Instead, this text aims to help biologists to understand modeliza-
tion in order to better interact with modelers. Reciprocally, we also
highlight theoretical specificities of biology which may be of help to
modelers. Of course, the usual way to divide chapters in this book
series is not entirely appropriate for the topic of our chapter. We still
kept this structure and follow it in a metaphorical sense. In materi-
als, we are describing key conceptual and mathematical ingredients
of models. In methods, we will focus on the writing and analysis of
models per se.

2 Materials

2.1 Parameters

and States

2.1.1 Parameters

Parameters are quantities that play a role in the system but which
are not significantly impacted by the system’s behavior at the time
scale of the phenomenon under study. From an experimentalist’s
point of view, there are two kinds of parameters. Some parameters
correspond to a quantity that is explicitly set by the experimenter
such as the temperature, the size of a plate, or the concentration of
a relevant compound in the media. Other parameters correspond to
properties of parts under study, such as the speed of a chemical
reaction, the elasticity of collagen or the division rate τ of a cell
without constraints. Changing the value of these parameters
requires changing the part in question, see also Note 2.

Identifying relevant parameters has actually two different
meaning:

l Parameters that will be used explicitly in the model are para-
meters whose value is required to deduce the behavior of the
system. The dynamics of the system depends explicitly on the
value of these parameters.A fortiori, parameters that correspond
to different treatments leading to a response will fall under this
category. Note that the importance of some parameters usually
appear in other steps of modeling.

l Theoretical parameters correspond to parameters that we know
are relevant and even mandatory for the process to take place but
that we can keep implicit in our model. For example, the con-
centration of oxygen in the media is usually not made explicit in
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a model of an in vitro experiment even though it is relevant for
the very survival of the cells studied. Of course, there is usually a
cornucopia of this sort of parameters, for example the many
components of the serum.

2.1.2 State Space The state of an object describes its situation at a given time. The
state is composed of one or several quantities, see Note 3. By
contrast with parameters, the notion of state is restricted to those
aspects of the system which will change as a result of explicit causes
or randomness intrinsic to the system described. The usual
approach, inherited from physics, is to propose a set of possible
states that does not change during the dynamics. Then the changes
of the system will be changes of states while staying among these
possible states. For example, we can describe a cell population in a
very simple manner by the number of cells n(t). Then, the state
space is all the possible values for n, that is to say the positive
integers.

Usually, the changes of the state depend on the state of the
system which means that the state has a causal power, which can be
either direct or indirect. A direct causal power is illustrated by
n which is the number of cells that are actively proliferating in the
example above and thus trigger the changes in n. An indirect causal
power corresponds, for example, to the position of a cell provided
that some positions are too crowded for cells to proliferate.

2.1.3 Parameter Versus

State

Deciding whether a given quantity should be described as a param-
eter or as an element of the state space is a theoretical decision that
is sometimes difficult (see alsoNote 4). The heart of the matter is to
analyze the role of this quantity but it also depends on the modeling
aims.

l Does this quantity change in a quantitatively significant way at
the time scale of the phenomenon of interest? If no it should be a
parameter. If yes:

l Are the changes of this quantity required to observe the phe-
nomenon one wants to explain? If yes, it should be a part of the
state space. If no:

l Do we want to perform precise quantitative predictions? If yes,
then the quantity should be a part of the state space and a
parameter otherwise.

In the following, we will call “description space” the combina-
tion of the state space and parameters.

2.2 Equations Equations are often seen as intimidating by experimental biologists.
Our aim here and in the following subsection is to help demystify
them. In the modeling process, equations are the final explicitation
of how changes occur and causes act in a model. As a result
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understanding them is of paramount importance to understand the
assumptions of a model.

The basic rule of modeling is extremely simple. Parameters do
not require equations since they are set externally. However, the
value of states is unspecified. As a result, equations are required to
describe how states change. More precisely, modelers require an
equation for each quantity describing the state. Quantities of the
state space are degrees of freedom, and these degrees of freedom
have to be “removed” by equations for the model to perform
predictions. These equations need to be independent in the sense
that they need to capture different aspects of the system: copying
twice the same equation obviously does not constrain the states.
Equations typically come in two kinds:

l Equations that relate different quantities of the state space. For
example, if we have n the total number of cells and two possible
cell types with cell counts n1 and n2, then we will always have
n ¼ n1 + n2. As a result, it is sufficient to describe how two of
these variables change to obtain the third one.

l Equations that describe a change of state as a function of the
state. These equations typically take two different forms,
depending on the representation of time which may be either
continuous or discrete, see Note 5. In continuous time, mode-
lers use differential equations, for example dn/dt ¼ n/τ. This
equation means that the change of n (dn) during a short time
(dt) is equal to ndt/τ. This change follows from cell proliferation
and we will expand on this equation in the next section. In
discrete time, n(t + Δt) � n(t) is the change of state which
relates to the current state by n(t + Δt) � n(t) ¼ n(t)Δt/τ.
Alternatively and equivalently, the future state can be written as
a function of the current state: n(t + Δt) ¼ n(t)Δt/τ + n(t).
Defining a dynamics requires at least one such equation to
bind together the different time points, that is to say to bind
causes and their effects.

2.3 Invariants

and Symmetries

We have discussed the role of equations, now let us expand on their
structure. Let us start with the equation mentioned above: dn/
dt ¼ n/τ. What is the meaning of such an equation? This equation
states that the change of n, dn/dt, is proportional to n. (1) In
conformity with the cell theory, there is no spontaneous genera-
tion. There is no migration from outside the system described,
which is an assumption proper to a given situation. The only source
of cells is then cell proliferation. (2) Every cell divides at a given
rate, independently. As a conclusion, the appearance of new cells is
proportional to the number of cells which are dividing uncon-
strained, that is to say n. A cell needs a duration of τ to generate
two cells (that is to say increase the cell count by one) which is
exemplified by the fact that for n ¼ 1, dn/dt ¼ 1/τ.
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Alternatively, this equation is equivalent to dn/dt � 1/n ¼ 1/
τ, and the latter relation shows that the equation is equivalent to the
existence of an invariant quantity: dn/dt � 1/n which is equal to
1/τ for all values of n.Doubling n thus requires doubling dn/dt. In
this sense, the joint transformation dn/dt!2dn/dt and n!2n is a
symmetry, that is to say a transformation that leaves invariant a key
aspect of the system. This transformation leads from one time point
to another. Discussing symmetries of equations is a method to
show their meaning. Here, in a sense, the size of the population
does not matter. Symmetries can also be multi-scale, for example
fractal analysis is based on a symmetry between the different scales
that is very fruitful in biology [9, 10].

Randomness may be defined as unpredictability in a given
theoretical frame and is more general than probabilities. Probabil-
ities may also be analyzed on the basis of symmetries. To define
probabilities, two steps have to be performed. The modeler needs
to define a space of possibilities and then to define the probabilities
of these possibilities. The most meaningful way to do the latter is to
figure out possibilities that are equivalent, that is to say symmetric.
For example, in a homogeneous environment, all directions are
equivalent and thus would be assigned the same probabilities. A
cell, in this situation, would have the same chance to choose any of
these directions assuming that the cell’s organization is not already
oriented in space, see also Note 6. In physics, a common assump-
tion is to consider that states which have the same energy have the
same probabilities.

Now there are several ways to write equations, independently
of their deterministic or stochastic nature:

l Symmetry-based writing is exemplified by the model of expo-
nential growth above. In this case, the equation has a genuine
meaning. Of course, the model conveys approximations that are
not always valid, but the terms of the equation are biologically
meaningful. This also ensures that all mathematical outputs of
the model may be interpreted biologically.

l Equations may also be based on a mathematical reasoning that
provides a legitimacy to their form but restricts their biological
interpretations. For example, many mathematical functions may
be approximated around 0 by the sum ax + bx2 + . . .. As a
result, a usual way to model a population which constraints itself
is the following

dn

dt
¼ n

τ
� n2

kτ

dn

dt
¼ n

τ
1� n

k

� �
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where k is the maximum of the population. Let us remark that we
have written the equation in two different forms, we come back on
this in Note 7. The solution of this equation is the classical logistic
function.

Note however that this equation has symmetries that are dubi-
ous from a biological viewpoint: the way the population takes off is
identical to the way it saturates because the logistic equation has a
center of symmetry, A in Fig. 1, see also [11].

l The last way to write equations is called heuristic. The idea is to
use functions that mimic quantitatively and to some extent
qualitatively the phenomenon under study. Of course, this
method is less meaningful than the others, but it is often
required when the knowledge of the underlying phenomenon
is not sufficient.

2.4 Theoretical

Principles

Theoretical principles are powerful tools for writing equations that
convey biological meaning. Let us provide a few examples.

l Cell theory implies that cells come from the proliferation of
other cells and excludes spontaneous generation.

l Classical mechanics aims to understand movements in space.
The acceleration of an object requires that a mechanical force
is exerted on this object. Note that the principle of reaction
states that if A exerts a force on B, then B exerts the same force
with opposite direction on A. Therefore, there is an equivalence
between “A exerts a force” and “a force is exerted on A” from

Fig. 1 The logistic function. This function is often used to model a growth with constraints leading to a
saturation. However, this function possess a center of symmetry, A, which implies that the initial exponential
growth is exactly equivalent to the way the growth saturates. This is biologically problematic: there is an initial
lag phase and the saturation trigger causes that are not significant in the initial growth leading for example to
cell death [12]
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the point of view of classical mechanics. The difficulty lies in the
forces exerted by cells as cells can consume free energy to exert
many kinds of forces. Cells are neither an elastic nor a bag of
water, they possess agency that leads us to the next point.

l As explained in the introduction, the reference to a default state
helps to write equations that pertain to cellular behaviors. There
are many aspects that contribute to cellular proliferation and
motility. The writing of an equation such as the logistic model
is not about all these factors and should not be interpreted as
such. Instead, it assumes proliferation on the one side and one or
several factors that constrain proliferation on the other side.

3 Methods

3.1 Model Writing Model writing may have different levels of precision and ambition.
Models can be a proof of concept, that is to say the genuine proof
that some hypotheses explain a given behavior or even proofs of the
theoretical possibility of a behavior. Proof of concept does not
include a complete proof that the natural phenomenon genuinely
behaves like the model. On the opposite end of the spectrum,
models may aim at quantitative predictions. Usually, it is good
practice to start from a crude model and after that to go for more
detailed and quantitative analyses depending on the experimental
possibilities.

We will now provide a short walkthrough for writing an initial
model:

l Specify the aims of the model. Models cannot answer all ques-
tions at once, and it is crucial to be clear on the aim of a model
before attempting to write it. Of course, these aims may be
adjusted afterward. The scope of the model should also depend
on the experimental methods that link it to reality.

l Analyze the level of description that is mandatory for the model
to explain the target phenomenon. Usually, the simplest descrip-
tion is the better. When cells do not constrain each other,
describing cells by their count n is sufficient. By contrast, if
cells constrain each other, for example if they are in organized
3d structures it can be necessary to take into account the posi-
tion of each individual cell which leads to a list of positions
~x1,~x2,~x3, . . .. Note that in this case the state space is far larger
than before, see Note 8. A fortiori, it is necessary to represent
space to understand morphogenesis. Note that the notion of
level of description is different from the notion of scale. A level
of description pertains to qualitative aspects such as the individ-
ual cell, the tissue, the organ, the organism, etc. By contrast, a
scale is defined by a quantity.
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l List the theoretical principles that are relevant to the phenome-
non. These principles can be properly biological and pertain to
cell theory, the notion of default state, biological organization,
or evolution. Physico-chemical principles may also be useful
such as mechanics or the balance of chemical reactions.

l List the relevant states and parameters. These quantities are the
ones that are expected to play a causal role that pertains to the
aim of the model. This list will probably not be definitive, and
will be adjusted in further steps. In all cases, we cannot empha-
size enough that aiming for exhaustivity is the modeler’s worst
enemy. Biologists need to take many factors into account when
designing an experimental protocol, it is a mistake to try to
model all of these factors.

l The crucial step is to propose mathematical relations between
states and their changes. We have described in Subheadings 2.2
and 2.3 what kinds of relation can be used. Usually, these rela-
tions will involve supplementary parameters whose relevance was
not obvious initially. Let us emphasize here that the key to
robust models is to base it on sufficiently solid grounds. A
model where all relations are heuristic will probably not be
robust. As such, figuring out the robust and meaningful rela-
tions that can be used is crucial.

l The last step is to analyze the consequences of the model. We
describe this step with more details below. What matters here is
that the models may work as intended, in which case it may be
refined by adding further details. The model may also lead to
unrealistic consequences and not lead to the expected results. In
these latter cases, the issue may lie in the formulation of the
relations above, in the choice of the variables or in oversimplifi-
cations. In all cases the model requires a revision.

Writing a model is similar to the chess game in that the antici-
pation of all these steps from the beginning helps. The steps that we
have described are all required but a central aspect of modeling is to
gain a precise intuition of what determines the system’s behavior.
Once this intuition is gained, it guides the specification of the
model at all the steps. Reciprocally, these steps help to gain such
an intuition.

3.2 Model Analysis In this section, we will not cover all the main ways to analyze model
since this subject is far too vast and depends on the mathematical
structures used in the models. Instead, we will focus on the out-
come of model analyses.

3.2.1 Analytic Methods Analytic methods consist in the mathematical analysis of a model.
They should always be preferred to simulations when the model is
tractable, even at the cost of using simplifying hypotheses.
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l Asymptotic reasoning is a fundamental method to study models.
The underlying idea is that models are always a bit complicated.
To make sense of them, we can look at the dynamics after
enough time which simplifies the outcome. For example, the
outcome of the logistic function discussed above will always be
an equilibrium point, where the population is at a maximum.
Mathematically, “enough” time means infinite time, hence the
term asymptotic. In practice, “infinite” means “large in compar-
ison with the characteristic times of the dynamics,” which may
not be long from a human point of view. For example, a typical
culture of bacteria reaches a maximum after less than day.
Asymptotic behaviors may be more complicated such as oscilla-
tions or strange attractors.

l Steady-state analysis. In fairly complex situations, for example
when both space and time are involved, a usual approach is to
analyze states that are sustained over time. For example, in the
analysis of epithelial morphogenesis, it is possible to consider
how the shape of a duct is sustained over time.

l Stability analysis. A very common analytic method is to find
equilibria, that is to say situations where the changes stop (dx/
dt ¼ 0 for all state variable x). For example, dn/dt ¼ (n/τ)
(1 � n/k) has two equilibria for n ¼ k and n ¼ 0. Stability
analysis looks at the consequences of equation near an equilib-
rium point. Near the equilibrium value ne, n ¼ ne + Δn where
Δn is considered to be small. Δn small means that Δn dominates
Δn2 and all other powers of Δn, see also Note 9. The reason for
that is simple: if Δn ¼ 0.1, Δn2 ¼ 0.01,...

Near 0, n ¼ 0 + Δn and dn/dt ’ Δn/τ. The small variation
Δn leads to a positive dn/dt therefore, this variation is amplified
and this equilibrium is not stable. We should not forget the
biology here. For a population of cells or animals of a given
large size, a small variation is possible. However, a small variation
from a population of size 0 is only possible through migration
because spontaneous generation does not happen. Nevertheless,
this analysis shows that a small population, close to n¼ 0, should
not collapse but instead will expand.
Near k, let us write n ¼ k + Δn

dn

dt
¼ ðk þ ΔnÞ

τ
1� ðk þ ΔnÞ

k

� �
¼ ðk þ ΔnÞ

τ

�1Δn

k

� �

dn

dt
¼ �Δn

τ
� Δn2

τk
’ �Δn

τ
In this case, the small variation Δn leads to a negative feedback;

therefore, the equilibrium is stable.
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l Special cases. In some situations, qualitatively remarkable beha-
viors appear for specific values of the parameters. Studying these
cases is interesting per se, even though the odds for parameters
to have specific value are slim without an explicit reason for this
parameter to be set at this value. However, in biology the value
of some parameters is the result of biological evolution and a
specific value can become relevant when the associated qualita-
tive behavior is biologically meaningful [13, 14].

l Parameter rewriting. One of the major practical advantages of
analytical methods is to prove the relevance of parameters that
are the key to understanding the behavior of a system. These
“new” parameters are usually combinations of the initial para-
meters. We have implicitly done this operation in Subheading
2.3. Instead of writing an + bn2 we have written n/τ � n2/kτ.
The point here is to introduce τ the characteristic time for a cell
division and k which is the maximum size of the population. By
contrast, a and especially b are less meaningful. These key para-
meters and their meaning are an outcome of models and at the
same time should be the target of precise experiments to explore
the validity of models.

3.2.2 Numerical

Methods—Simulations

Simulations have a major strength and a major weakness. Their
strength lies in their ability to handle complicated situations that
are not tractable analytically. Their weakness is that each simulation
run provides a particular trajectory that cannot a priori be assumed
to be representative of the dynamical possibilities of the model.

In this sense, the outcome of simulations may be compared to
empirical results, except that simulation is transparent: it is possible
to track all variables of interest over time. Of course, the outcome
of simulations is artificial and only as good as the initial model.

Last, there is almost always a loss when going from a mathe-
matical model to a computer simulation. Computer simulations are
always about discrete objects and deterministic functions. Random-
ness and continua are always approximated in simulations and
mathematical care is required to ensure that the qualitative features
of simulations are features of the mathematical model and not
artifacts of the transposition of the model into a computer pro-
gram. A subfield of mathematics, numerical analysis, is devoted to
this issue.

3.2.3 Results We want to emphasize two points to conclude this section.
First, it is not sufficient for a model to provide the qualitative or

even quantitative behavior expected for this model to be correct.
The validation of a model is based on the validation of a process and
of the way this process takes place. As a result, it is necessary to
explore the predictions of the model to verify them experimentally.
All outcomes that we have described in Subheading 3.2.1 may be
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used to do so on top of a direct verification of the assumptions of
the model themselves. Of course, it is never possible to verify
everything experimentally; therefore, the focus should be on
aspects that are unlikely except in the light of the model.

Second, modeling focuses on a specific part and a specific
process. However, this part and this process take place in an organ-
ism. Their physiological meaning, or possible lack thereof, should
be analyzed. We are developing a framework to perform this kind of
analysis [4, 15], but it can also be performed informally by looking
at the consequences of the part considered for the rest of the
organism.

4 Notes

1. In biology, behavior usually has an ethological meaning and
evolution refers to the theory evolution. In the mathematical
context, these words have a broader meaning. They both typi-
cally refer to the properties of dynamics. For example, the
behavior of a population without a constraint is exponential
growth.

2. Parameters that play a role in an equation are defined in two
different ways. They are defined by their role in the equation
and by their biological interpretation. For example, the division
rate τ corresponds to the division rate of the cells without the
constraint that is represented by k. τ may also embed constant
constraints on cell proliferation, for example chemical con-
straints from the serum or the temperature. Thus, τ is what
physicists call an effective parameter it carries implicit con-
straints beyond the explicit constraints of the model.

3. A state may be composed of several quantities, let us say k, n, m.
It is possible to write the state by the three quantities indepen-
dently or to join them in one vector X ¼ (k,n,m). The two
viewpoints are of course equivalent but they lead to different
mathematical methods and ways to see the problem. The sec-
ond viewpoint shows that it is always valid to consider that the
state is a single mathematical object and not just a plurality of
quantities.

4. The notion of organization in the sense of a specific interde-
pendence between parts [4] implies that most parameters are a
consequence of others parts, at other time scales. As a result,
modeling a given quantity as a parameter is only valid for some
time scales, and is acceptable when these time scales are the
ones at which the process modeled takes place.
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5. The choice between a model based on discrete or on continu-
ous time is base on several criteria. For example, if the prolifer-
ation of cells is synchronized, there is a discrete nature of the
phenomenon that strongly suggests representing the dynamics
in discrete time. In this case, the discrete time corresponds to
an objective aspect of the phenomenon. On the opposite, when
cells divide at all times in the population, a representation in
continuous time is more adequate. In order to perform simula-
tions, time may still be discretized but the status of the discrete
structure is then different than in the first case: discretization is
then arbitrary and serves the purpose of approximating the
continuum. To distinguish the two situations, a simple ques-
tion should be asked. What is the meaning of the time differ-
ence between two time points. In the first case, this time
difference has a biological meaning, in the second it is arbitrary
and just small enough for the approximation to be acceptable.

6. Probabilities over continuous possibilities are somewhat subtle.
Let us show why: let us say that all directions are equivalent,
thus all the angles in the interval [0,360] are equivalent. They
are equivalent, so their probabilities are all the same value p.
However, there are an infinite number of possible angles, so the
sum of all the probabilities of all possibilities would be infinite.
Over the continuum, probabilities are assigned to sets and in
particular to intervals, not individual possibilities.

7. There are many equivalent ways to write a mathematical term.
The choice of a specific way to write a term conveys meaning
and corresponds to an interpretation of this term. For example,
in the text, we transformed dn/dt ¼ n/τ � n2/kτ because
this expression has little biological meaning. By contrast,
dn/dt ¼ (n/τ)(1 � n/k) implies that when n/k is very small
by comparison with 1, cells are not constraining each other. On
the opposite, when n ¼ k there is no proliferation. The conse-
quence of cells constraining each other can be interpreted as a
proportion 1-n/k of cells proliferating and a proportion n/k of
cells not proliferating. Now, there is another way to write the
same term which is: dn/dt ¼ n/(τ/(1 � n/k)). Here, the
division time becomes τ/(1 – n/k) and the more cells there
are, the longer the division time becomes. This division time
becomes infinite when n ¼ k which means that cells are quies-
cent. These two interpretations are biologically different. In the
first interpretation, a proportion of cells are completely con-
strained while the other proliferate freely. In the second, all the
cells are impacted equally. Nevertheless, the initial term is
compatible with both interpretations and they have the same
consequences at this level of analysis.
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8. The number of quantities that form the state space is called its
dimension. The dimension of the phase space is a crucial matter
for its mathematical analysis. Basically, low dimensions such as
3 or below are more tractable and easier to represent. High
dimensions may also be tractable if many dimensions play
equivalent roles (even in infinite dimension). A large number
of heterogeneous quantities (10 or 20) are complicated to
analyze even with computer simulations because this situation
is associated with many possibilities for the initial conditions
and for the parameters making it difficult to “probe” the dif-
ferent qualitative possibilities of the model.

9. It is very common in modeling to use the words “small” and
“large.” A small (resp. large) quantity is a quantity that is
assumed to be small (resp. large) enough so that a given
approximation can be performed. For example, a large time
in the context of the logistic equation means that the popula-
tion is approximately at the maximum k. Similarly, infinite and
large are very close notions in most practical cases. For exam-
ple, a very large capacity k leads to dn/dt ¼ (n/τ)(1 � n/
k) ’ n/τ which is an exponential growth as long as n is far
smaller than k.
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Chapter 5

The Search for System’s Parameters

Alessandro Giuliani

Abstract

The analysis of biological data asks for a delicate balance of content-specific and procedural knowledge; this
is why it is virtually impossible to apply standard mathematical and statistical recipes to systems biology.
The separation of the important part of information from singular (and largely irrelevant) details implies a

continuous interchange between biological and statistical knowledge. The generalization ability of the
models must be the principal focus of system’s parameter estimation, while the multi-scale character of
biological regulation orients the modeling style toward data-driven strategies based on the correlation
structure of the analyzed systems.

Key words Principal component analysis, Overfitting, Soft modeling, Biological regulation

1 Sloppiness and Overfitting: The Hidden Risks of Precision

In their brilliant paper [1], James Sethna and colleagues focus on
the separation between a “stiff” and a “sloppy” part present in any
modeling effort in science. The authors demonstrate this statement
building upon the eigenvalue distribution of the Fisher Informa-
tionMatrix [1, 2] Any model (from physics to biology) presents the
same distribution pattern. This pattern (Fig. 1) shows a clear gap
between relatively coarse grain but effective models (top eigenva-
lues correspondent to a high impact of parameter modifications on
the predicted values, stiff part of the model) and a plethora of
largely irrelevant (sloppy) model parameter combinations. The
“sloppy” parameter combinations (lower eigenvalues), whose mod-
ifications have a scarce or null effect on the actual fitting, can
drastically reduce model generalization ability, so that the quest
for maximal fit has the drawback of the generation of complicated
models with no relevant increase in prediction power.

Figure 1 can be interpreted (without appreciable loss of gener-
ality) as referred to models of the kind: Y ¼ f (x1,x2,x3. . .xn) where
Y is the dependent variable we want to model in terms of
n independent variables (x1. . .xn), the parameters are the
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coefficients of the independent variables combinations in the fitted
model.

While each parameter “per se” can have a great uncertainty, this
does not mean that any parameter can be varied independently of
the others and the resulting model can still fit the data. Fisher
Information Matrix (FIM) is a sort of covariance matrix [2] report-
ing the mutual between parameters dependence: this covariance
structure stems from the fact the data place constraints on combi-
nations of parameters.

The eigenvalue distribution of the FIM thus corresponds to an
estimate of the relative strength of the constraints exerted by the
data on the “free variation” (uncertainty) of the model parameters.
Top eigenvalues in Fig. 1 correspond to the parameters combina-
tions relevant for data fitting (and consequently for their interpre-
tation), low-level eigenvalues correspond to irrelevant aspects. In
the case reported in Fig. 1 only the top three eigenvalues are
sufficiently discriminated by the measurement error to be of practi-
cal use; this suggests the presence of very general (and robust)
ordering principles going together with many irrelevant details
(minor eigenvalues).

Machine learning experts are aware of this phenomenon since
long time: it is the so-called overfitting [3] effect. The basic issue is
that each set of experimental data is affected by noise, being the
main noise sources experimental errors and (still more dangerous)
the selection bias, i.e., the fact that any data set is relative to a

Fig. 1 The figure reports the trend of FIM eigenvalues for different system parameter combinations. Few top
eigenvalues correspondent to the “stiff” part of the model go together with a plethora of largely irrelevant
(sloppy) parameter combinations
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specific choice of statistical units whose degree of mirroring of the
reference population is unknown [4] . As an example of the selec-
tion bias, we can think of a model trying to correlate the folding
rate to some structural properties of protein molecules: the data set
we train the model upon is forcedly a limited selection of the entire
protein Universe (even for the simple fact we do not know the 3D
structure of all the proteins). This determines a mixing of “data set
specific” and “valid on the entire protein Universe” features across
all the considered variables. Statistical theory of sampling, while
very powerful in the case of well-defined reference population, is
largely out-of-scope in a large part of modern biological research
where we use a particular model system with the goal of general-
izing the results outside its realm (e.g., from cell lines to the entire
organ).

Thus, we remain with the problem of “degree of generaliza-
tion” (and then actual meaning) of our findings: the “overfitting”
effect gives us an empirical guidance in this respect. In machine
learning experiments [3] it was noted that, after a given level of
accuracy (e.g., degree of correlation between the predicted and
observed values) the generalization ability (performance of the
model on a test set not used for model building) starts to decline.

This decline stems from the fact that, after a certain percentage
of accuracy, the fitting procedure starts to model noise, the more
the parameters that can be adjusted to fit the data, the faster the
entrenchment of the procedure into the modeling of “data set
specific” (and thus not-generalizable) details.

In [3], the authors demonstrate that the overfitting problem
can be faced by reducing the dimensionality of the system, which
corresponds to reducing the degrees of freedom of modeling pro-
cedure. This means that (like suggested by Fig. 1) to rely on more
information is not necessarily a good thing. This statement could
sound paradoxical in these times of ever-increasing computational
power and of huge data sets (see http://omics.org/index.php/
Alphabetically_ordered_list_of_omes_and_omics) but is crucial to
pay attention on the above issues if we want to avoid a sort of
thermal death of science.

2 Meaningful Syntheses

In his seminal 1901 paper [5], Karl Pearson synthetically defined
the main goal of Principal Component Analysis (PCA): “In many
physical, statistical and biological investigations it is desirable to
represent a system of points in plane, three or higher dimensioned
space by the ‘best fitting’ straight line or plane.” The need to collapse
multidimensional information scattered over different (and some-
times heterogeneous) descriptors into a lower number of relevant
dimensions is one of the main pillars of scientific knowledge and, as

Parameters Search 59

http://omics.org/index.php/Alphabetically_ordered_list_of_omes_and_omics
http://omics.org/index.php/Alphabetically_ordered_list_of_omes_and_omics


we said above, the best antidote against irrelevance of our
findings [6].

Pearson continues: “In nearly all the cases dealt with in the text-
books of least squares, the variables on the right of our equations are
treated as independent, those on the left as dependent variables.” This
implies that the minimization of the sum of squared distances only
deals with the dependent ( y) variable. The variance along indepen-
dent (x) variable, being the consequence of the choice of the
scientist (e.g., dose, time of observation. . .), is supposed to be
strictly controlled and thus does not enter in the evaluation of the
“fit” of the model.

The novelty of PCA lies in a different look at reality, muchmore
adherent with the actual situation of systems biology where the
traditional distinction between the independent and dependent
variables is blurred. Karl Pearson [5] recognized this point as
crucial:

In many cases of physics and biology, however, the ‘independent’ variable is
subject to just as much deviation or error as the ‘dependent’ variable, we do not,
for example, know x accurately and then proceed to find y, but both x and y are
found by experiment or observation.

This new attitude is the core of the peculiar “best fitting”
procedure set forth by Pearson. Figure 2 reports on the left the
original plot of Karl Pearson and on the right the classical regression
scheme [6].

In PCA (left panel) the distances to minimize are perpendicular
to the model of the data (the straight-line correspondent to the first
principal component of x,y space), while in the classical regression
model (right panel) the distances are perpendicular to the x axis,
because the only uncertainty taken into account refers to y. This
apparently minor geometrical detail encompasses a sort of revolu-
tion in the style of doing science [6]. The “real thing” (the struc-
ture to be approximated by least squares approach) is no more the
“results as such” (the actual values of the observables that we know
are an intermingled mixture of “general” and “singular” informa-
tion) but their “meaningful syntheses” correspondent to the prin-
cipal components.

The discriminatory principle at the basis of PCA has to do with
a classical information theory axiom [7, 8]: the signal (meaningful,
general) part of information carried by the data corresponds to the
correlated variance (the flux of variability shared by different
variables).

This choice has a physical counterpart in the dynamics of
complex systems [9]: the uncorrelated part of information corre-
sponds to the so-called noise floor, i.e., to the minor components of
a data set.

Principal components are both the “best summary,” in a least
square sense, of the information present in the data cloud, and the
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directions along which the between variables correlation is maxi-
mal. This implies the projection of the original data set into a
reduced dimensionality space spanned by the major (i.e., having
the higher eigenvalues) components allows us to maximize the
probability of concentrating on the meaningful part of the infor-
mation. In some (very general) sense, a PCA solution corresponds
to an explanatory model of the system at hand [10], but this is only
the beginning of the game, the search for “systems parameter” does
not end with PCA.

3 “Subjective” Judgment

PCA, even being the by far more common method to generate a
meaningful synthesis from complex multidimensional data, is not
an obliged way for modeling. The peculiar features of biological
information must be taken into account in order to define a realistic
notion of “systems parameters” (and consequently of what can be
considered a satisfactory explanation of a phenomenon).

Biological data are unescapably discrete: we face a numerable
set of independent vectors, each corresponding to a specific obser-
vation (animal, person, cell sample, etc.) and we are asked to find
some kind of regularities among these discrete events.

This fact both imposes a completely new perspective with
respect to the prevalent style of thought in mathematical modeling
that considers the sketching of a continuous differential equation as
the “paradigmatic form” of a scientific analysis of a phenomenon
and creates a totally new concept of “what is in common” among
different research fields.
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P1p
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Fig. 2 The least-square estimation in PCA has as reference point the component (left panel) and the distances
of the observed values from their estimates refer to the bi-dimensional space. In classical regression
procedures (right panel), the neat separation between independent and dependent variables implies the
distances to be minimized refer to the Y (dependent variable) axis
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The material common to all the discrete approaches is the raw
data matrix: each exploration of nature ends up into a matrix having
as rows (statistical units) the objects of the analysis and as columns
(variables) the descriptors of such objects.

This imposes the crucial choices of the “inclusion criteria” and
“preferred scale” of analysis. This kind of problems are identical
for an epidemiologist that must choose the inclusion criteria for the
individuals entering a case-control or a double-blind trial, and for a
biologist that must choose the cell populations to submit to a
microarray study or the hierarchical level of an ecological study
(species, genera, etc.).

In the same time, the scientists must be aware that the success
of their analyses crucially depends upon the choice of the variables
to consider both in terms of “what to measure” and “at what scale”
[9]. In nonlinear time series analysis methods like Recurrence
Quantification Analysis (RQA, 11) this translates into the choice
of “embedding dimension,” “windowing,” “choice of metrics,”
“choice of recurrence thresholds, etc.,” in other techniques like
PCA or Multidimensional Scaling (MDS, 12) these choices corre-
spond to the definition of data set, standardization, metrics. Similar
considerations hold for cluster analysis techniques [13] regarding
the number of clusters and/or the choice between a hierarchical or
non-hierarchical approach.

The need for these subjective choices is normally seen as a
limitation or, in any case, a lack of rigor when, on the contrary, it
is a crucial advantage with respect to more “blind to the content”
methods because it allows a rich and fruitful relation between the
“analysis tool” and the studied system.

4 A Molecular Biology Example

In order to understand the nature of such a relation between
“subjective judgment” (based on content knowledge) and data
analysis (based on procedural knowledge), we will base upon an
investigation on the molecular mechanism of DNA repair in gastric
cancer patients [14].

The hypothesis under scrutiny is the existence of an inverse
correlation between mismatch repair (MMR) mode (“marked” by
the expression level of gene MLH1) and base excision repair (BER)
(marked by the expression level of DNA polymerase B (PolB)
gene). To gain insight into possible crosstalk of these two repair
pathways in cancer, we analyzed human gastric adenocarcinoma
AGS in the presence of a DNA damage agent (Methyl Methane
Sulphonate MMS).

DNA repair is a process involving different enzymes whose
complex relations ends up into different DNA repair efficiencies
and consequently mutation load for the cells.
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Thus, we contemporarily measure the gene expression level of
24 enzymes involved in the process selected in order to get a good
coverage of the main DNA repair pathways [14] in primary cell
cultures relative to 35 patients of gastric cancer in order to get a
quantitative experimental “summary” of the above complex
network.

The statistical units of the raw data matrix are the patients and
the 24 DNA repair enzymes are the variables, whose intermingled
network of interaction determines the experimentally observed
correlation structure among the expression values of the genes
coding for the selected enzymes.

The idea at the basis of PCA is that each single observable
(enzyme expression in different patient cell lines in our case) derives
its particular value from a combination of hidden independent
factors impinging on it. The hidden factors are “the real things,”
the observables are the probes of such factors. This is the same case
of a chemical mixture, whose observed spectrum comes from the
combination of a set of elementary spectra relative to the molecules
composing the mixture, the different spectral peaks are the
“probes,” while the molecules are the “real things.” The molecules
in the mixture are the components and their relative concentration
corresponds to the percentage of variance explained by each com-
ponent. This is more than analogy: spectroscopic apparatuses used
in analytical chemistry have embedded a PCA procedure to decon-
volve the obtained spectra.

The observed values of different enzymes correspond to a
weighted summation over the contribution coming from their
participation to the different pathways (components). As stated in
the previous paragraph, this implies a total revolution of the way we
look at nature: enzyme expression values are a consequence (and
not a cause) of the processes (pathways) going on in the cells.

PCA applied to the data set gave rise to a “bona fide” three-
component solution accounting for the “signal” part of informa-
tion; in Table 1 the distribution of percentage of variation explained
across the components is reported.

It is worth noting how (analogously to Fig. 1) the PCA mod-
eling of the data encompasses three “top” eigenvalues and a long
tail of minor components accounting for the “uncorrelated”
(noisy) part of information. The three-component solution
explains the 65% of total information; the components are extracted
in order of variance explained: PC1 accounts for 41% of total
variance, PC2 for 13%, PC3 for 10%. That is to say, there are
three main order parameters (correlated flux of variations) organiz-
ing the mutual correlations between gene expressions, now we
must “give a name” to these pathways. In the case of chemical
mixtures, this process is automatic and derives from the knowledge
of the typical spectrum of each molecular species, in our case we
must rely on the loadings of each enzyme on the extracted
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components. This interpretation stems from the previous knowl-
edge of the phenomenon at hand, and thus naturally involves
“subjective judgment.” This judgment builds upon the loading
matrix (Table 2) reporting the Pearson correlation coefficients
between original variables (probes, gene expression values) and
extracted components. In Table 2, the most relevant loading for
each component is bolded.

Looking at the loading pattern, we immediately discover all the
enzymes have positive and, with only a few exceptions, very high
correlations with PC1. This implies PC1 is a sort of “global repair
activation”: the cell lines with higher PC1 scores are the ones with
higher repair enzyme expression, independently of the particular
mechanism involved. This is an a posteriori result, we did not
impose the existence of such “global repair activity,” and it sponta-
neously emerges from experimental data. This corresponds to the
fact that the mutant agent (MMS) activates the DNA repair
machinery as a whole, this activation ends up into an increase in
expression levels of all the genes codifying for DNA repair enzymes.
Given the different patients have different levels of activation of the
entire DNA repair machinery; the “global activation” corresponds
to the most relevant factor in terms of variance explained.

In statistical jargon, a component like PC1 with all loadings of
the same sign is a “size” component. This name indicates different
PC1 scores correspond to “general changes” shared by all the
considered variables, it corresponds to what physicists call “mean
field.” Observing a size component as the most relevant one in
terms of variance explained is a signature of a very strongly
connected system behaving as an integrated whole, in physics

Table 1
The table reports the distribution of variance explained across the principal components. The
components are in decreasing order of relevance (Eigenvalue) that in turn is normalized in terms of
proportion of explained variance (Proportion). The difference between the variance explained by
subsequent components is reported in the field “Difference” while “Cumulative” corresponds to the
variance explained by the cumulative solutions at increasing dimensionality (number of considered
components). Bolded values mark the accepted global solution (bona fide signal)

Component Eigenvalue %Explained variance %Cumulative

1 9.9 41 41

2 3.3 13 54

3 2.4 10 65

4 1.4 6 71

5 1.3 6 77

6 1.0 4 81

7 0.9 3 84
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terms this means that the motion of the center of mass is the main
component of the observed dynamics.

PC2 instead has both positive and negative loadings (a “shape”
component in statistical terms), this points to a specific balance
between enzymes expression, independent of the global activity
(all components are independent of each other by construction)
and pointing to the fact the repair enzymes differentially participate
in distinct mechanisms (pathways).

Table 2
The table reports the Pearson correlation coefficients (component loadings) between original
variables (enzymes) and components

Gene name PC1 PC2 PC3

apex1 0.49658 0.28549 �0.08580

brca1 0.80568 �0.36552 �0.00639

brca2 0.82445 �0.21156 �0.03834

ercc1 0.62712 0.44942 �0.00154

fen1 0.82015 �0.41467 0.04431

lig1 0.77139 �0.40052 �0.08932

lig3 0.74382 �0.13401 �0.38229

lig4 0.59043 0.53775 �0.22779

mbd4 0.55002 0.37782 �0.23190

mlh1 0.35765 0.29410 �0.76100

mpg 0.27652 0.43364 0.54428

mre11a 0.70047 0.11065 �0.53014

msh2 0.89619 �0.16038 0.14345

msh3 0.61953 0.41855 �0.15099

msh6 0.63565 �0.53948 0.08440

ogg1 0.33020 0.26190 0.06547

pms2 0.82538 0.21081 �0.11963

polb 0.58223 0.33495 0.58244

rad51 0.72720 �0.40550 0.27327

smug1 0.53041 �0.19056 �0.29937

ung 0.62931 �0.39195 0.28066

xpc 0.53029 0.42125 0.22514

xrcc1 0.34438 �0.25749 0.10138

Bolded values point to the variables more relevant for component interpretation
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The same “balance” character is present in PC3. The two genes
most affected by PC3 (higher loadings in absolute value) are PolB
and Mlh1. These two genes have opposite sign correlations with
PC3, this implies that this “hidden” pathway encompasses a bal-
ance between these two genes expression: high values of PolB
correspond to low values of Mlh1 and vice versa that corresponds
to our initial hypothesis. From what we said before, this negative
correlation between the two genes is not true in every context and
thus does not appear in terms of direct correlation coefficient
between the relative expression level as such, this balance only
holds as for the specific pathway correspondent to PC3.

Genes are “probes” of processes (components) working “on
behind,” thus the actual values of expression can be expressed as a
function of component scores. In Fig. 3 the PolB expression values
are modeled as a weighted summation of component scores (vector
points are patients, Y values the experimentally observed expression
values of PolB, while the abscissa corresponds to the PolB values
estimated as weighted summation on components).

Fig. 3 The observed values of PolB expression level come from a weighted summation of the contributes of the
first three principal components. The PolB expression is a mixture of 33 parts of PC1, 9 parts of PC3, and
42 parts of PC3. Each component corresponds to an independent “regulation flux” of DNA repair response,
genes are not the “actual players” but probes of underlying hidden factors
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It is worth noting the high fit of the model (r ¼ 0.89) and that
the main contribution (higher regression coefficient) to PolB
comes from the third component, the main component (PC1,
repair system as a whole) has a statistically significant influence on
PolB ( p < 0.0001) but its contribution to the PolB value (0.33) is
lower than the PC3 contribution (0.42). PC2 instead has a negli-
gible influence on PoLB determination. The fit of the equation
does not reach the complete deterministic reconstruction of PolB
(r ¼ 1.00) because we use only the first three components, that in
any case are the relevant ones, being the component from fourth
onward only modeling noise (experimental error). The above equa-
tion returns a clear quantitative estimation of the relevant para-
meters of the system at hand: the PolB expression dynamics is
modeled in terms of relative contributions of mutually independent
“fluxes of variation.” Correspondent to general ‘repair activity’
(PC1) and ‘specific repair mode’ (PC3).

The same procedure is applied to MLH1 obtaining a very high
fit as well (r ¼ 0.90, p < 0.0001).

This allows us to concentrate on the “pure PC3 driven” corre-
lation between the two enzymes; this can be done by subtracting
the actual expression values of the two genes by their estimation
based upon PC1 and PC2, i.e.,

MLH1 (pc3specific) ¼ MLH1 – MLH1 est (PC1, PC2)
PolB (pc3 specific) ¼ PolB – PolB est (PC1, PC2)

Where MLH1 and PolB are the raw (observed) variables, while
MLH1 est (PC1, PC2) and PolB est (PC1, PC2) are the least
squares estimation of MLH1 and PolB respectively, by means of
PC1 and PC2 scores namely MLH1 est ¼ 19.31 + 0.485
(PC1) + 0.644 (PC2), Pearson r ¼ 0.65 ( p < 0.0001); Polβ
est ¼ 18.60 + 0.326(PC1) + 0.092(PC2), Pearson r ¼ 0.56
(p < 0.002).

Given the components are independent of each other by con-
struction, the subtraction of the PC1, PC2 contribution from
MLH1 and PolB actual values only keeps alive the PC3 (signal)
and noise (minor components) contributions. This allows checking
for the statistical significance of the hypothesized inverse correla-
tion of MMR (marked by MLH1) and BER (marked by PolB); this
corresponds to asking for a statistically significant correlation hold-
ing between MLH1(pc3specific) and PolB(pc3specific). This was
actually the case (r ¼ �0.61 p < 0.001) demonstrating noise
(minor components) still allows recognizing the PC3 pathway
influence on the two gene expression causing their negative corre-
lation (mutual balance).
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5 Conclusions

System’s parameter estimation in biology asks for a continuous
feedback between biological and procedural information, the data
analysis by no way can be considered as a “separately optimized” set
of procedures to be applied to a set of experimental results. The
focus must be on the underlying (and largely unknown) network
linking the different players (in our example different gene expres-
sions) of the system at hand. This network, as such, is the only
relevant “causative agent” with the experimental observables acting
as probes of the coordinated motion of the underlying network.
This peculiar situation (Warren Weaver in a famous 1948 paper
[15] named “organized complexity”) asks for a completely differ-
ent style of reasoning with respect to the classical approach of
biologists used to a neat dependent/independent variables discrim-
ination and considering the observables as autonomous players in
the game.

Complexity can be a blessing and not a curse if we learn how to
manage it resisting to the temptation of the direct consideration of
“all the agents involved” in model construction.

The most fruitful way is letting the network to suggest us (e.g.,
by the application of unsupervised techniques like PCA) where to
look avoiding the overfitting/irrelevance traps.
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Chapter 6

Inverse Problems in Systems Biology: A Critical Review

Rodolfo Guzzi, Teresa Colombo, and Paola Paci

Abstract

Systems Biology may be assimilated to a symbiotic cyclic interplaying between the forward and inverse
problems. Computational models need to be continuously refined through experiments and in turn they
help us to make limited experimental resources more efficient. Every time one does an experiment we know
that there will be some noise that can disrupt our measurements. Despite the noise certainly is a problem,
the inverse problems already involve the inference of missing information, even if the data is entirely reliable.
So the addition of a certain limited noise does not fundamentally change the situation but can be used to
solve the so-called ill-posed problem, as defined by Hadamard. It can be seen as an extra source of
information. Recent studies have shown that complex systems, among others the systems biology, are
poorly constrained and ill-conditioned because it is difficult to use experimental data to fully estimate their
parameters. For these reasons was born the concept of sloppy models, a sequence of models of increasing
complexity that become sloppy in the limit of microscopic accuracy. Furthermore the concept of sloppy
models contains also the concept of un-identifiability, because the models are characterized by many
parameters that are poorly constrained by experimental data. Then a strategy needs to be designed to
infer, analyze, and understand biological systems. The aim of this work is to provide a critical review to the
inverse problems in systems biology defining a strategy to determine the minimal set of information needed
to overcome the problems arising from dynamic biological models that generally may have many unknown,
non-measurable parameters.

Key words Systems biology, Inverse problems, Sloppy models, Identifiability, Reverse engineering

1 Introduction

1.1 The Rationale

of Systems Biology

and the Inverse

Problems

Systems biology is a relatively young discipline that considers the
cells as holistic entities. In his paper Sequences and Consequences
Brenner [1], a founding father of molecular biology, strikes at what
he sees as the heart of the goal of systems biology. After reminding
us that the systems approach seeks to generate viable models of
living systems, Brenner goes on to say that: “Even though the
proponents seem to be unconscious of it, the claim of systems
biology is that it can solve the inverse problem of physiology by
deriving models of how systems work from observations of their
behavior. It is known that inverse problems can only be solved
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under very specific conditions. A good example of an inverse prob-
lem is the derivation of the structure of a molecule from the X-ray
diffraction pattern of a crystal. The universe of potential models for
any complex system like the function of a cell has very large dimen-
sions and, in the absence of any theory of the system, there is no
guide to constrain the choice of model.”

Then every systems biology project essentially results in a
model that tries to solve the problem of divining reality from
experimental data. However, a model is not reality, it is an imperfect
picture of reality constructed from bits and pieces of data. In
addition, data in biological measurements are often noisy with
large error and incomplete. Then systems biology may fall in the
inverse problems that Brenner points out.

This means, by one side, that models derived from systems
biology might be useful, and often this is a sufficient requirement
for using them, despite they might likely leave out some important
feature of the system. By the other side one of the major challenges
in inverse problems is to find a minimal set of parameters that can
describe the system under examination or to extract from the
models the information included in the system. Ideally those para-
meters should be sensitive to variation so that one constrains the
parameter space describing the given system.

However since the objective is to describe the interactions of
distinct molecular entities (for example, proteins, transcripts, or
regulatory sites), which give rise to particular cellular behaviors,
the current models consist of sets of linear or nonlinear ordinary
differential equations involving a high number of states (e.g., con-
centrations or amounts of the components of the network) and a
large number of parameters describing the reaction kinetics.

Unfortunately, in most cases the parameters introduced into
the set of equations are completely unknown and/or only rough
estimates of their values are available. Therefore, their values are
usually estimated from time-series experimental data. The so-called
parameter estimation problem is then formulated as an optimiza-
tion problem where the objective is to find the parameter set so as
to minimize a given cost function that relates model predictions
and experimental data, e.g. the least squares function or a similar
cost index. Furthermore since parameter estimation problems in
dynamic models of biochemical systems are characterized by lim-
ited observability, large number of parameters and a limited
amount of noisy data, the solution of the problem is in general
challenging and, even when using robust and efficient optimization
methods, computationally expensive.

A particularly promising example is the use of sloppy models
developed by Sethna and collaborators [2] in which parameter
combinations rather than individual parameters are varied and
those combinations which are most tightly constrained are then
picked as the right ones. Then model building cycle requires the
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reconciliation of the underlying hypothesis with experimental data.
In the context of systems biology, this implies, in most of the cases,
the necessity of identifying unknown kinetic parameters by data
fitting. In this concern, Gutenkunst [3] and Gutenkunst et al.
[4–6] suggest that dynamic systems biology models are universally
sloppy and, thus, parameters cannot be uniquely estimated.

Karlsson et al. [7], Anguelova et al. [8], Raue et al. [9], Oana
et al. [10] however, have shown how models regarded as sloppy are
structurally identifiable: it means that, in principle, parameters can
be given unique values. In the case of structural identifiability, it is
only a matter of the experimental constraints and noise that the
quality of the parameter estimates may be limited. In this sense, can
be analyzed how sloppiness is affected by the experimental setup
and experimental noise and can be illustrated, with a number of
examples related to biochemical networks, how sloppy models are
indeed practically identifiable.

Results indicate that sloppiness does not mean that parameters
cannot be estimated and a complete identifiability analysis provides
the tools to estimate ranges of parameters which are coherent with
experimental data and can then be used to assess quality of
predictions.

The notion of identifiability of systems is fundamentally a
problem of uniqueness of solutions for specific attributes of certain
classes of mathematical models. The identifiability problem usually
has meaning in the context of unknown parameters of the model. It
is clearly a critical aspect of the modelling process, especially when
the parameters are analogs of physical attributes of interest and the
model is needed to quantify them.

A parameterization of a subclass of dynamic systems will be
called identifiable if, for any finite but sufficiently long time series of
observed input–output trajectories, there exists a unique element in
the subclass of systems which represents those observations.

2 Materials

2.1 Forward Model

Formulation

In systems biology the forward model, in general, is represented
from an ensemble of chemical reactions, see, for instance, Dilão and
Muraro [11] or Shapiro et al. [12]. Then we may write:

νi1A1 þ � � � þ νimAm !ri μi1A1 þ � � � þ μimAm ð1Þ
where i ¼ 1, . . ., n. The Aj, for j ¼ 1, . . ., m, represent, as for
example, chemical substances. The constants νij and μij are the
stoichiometric coefficients, in general, non-negative integers, and
the constants ri are the rate constants. If νij ¼ μij > 0, the
corresponding substance Aj is a catalyst, while if μij > νij >
0, Aj is an autocatalyst.
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Under the hypothesis of homogeneity of the solution where
reactions occur, the mass action law asserts that the time evolution
of the concentrations of the chemical substances is described by the
system of ordinary differential equations:

dAj

dt
¼
Xn
i¼1

ri μij � νij
� �

Aνi1
1 � � �Aνim

m ð2Þ

where j ¼ 1, . . ., m, and the symbols represent both the chemical
substance and its concentration; ri is the rate constant. The rate
equations 2 are derived under the following assumptions.

1. Chemical reactions. When they occur, are due to elastic colli-
sions between the reactants.

2. Homogeneity of the reacting substances in the solution.

3. Thermal equilibrium of the solution.

At the atomic and molecular scale, chemical reactions between
molecules can occur only if molecules collide or approach each
other to small distances where bounding forces become meaning-
ful. These chemical bounding forces are of electrical or quantum
origin, and at distances larger than the mean free path they become
less important when compared with the kinetics associated with the
molecular motion. As chemical reactions only occur if the chemical
substances involved collide, the vector fields associated with the
right-hand side of Eq. 2 are in general quadratic, representing
binary collisions. Higher order polynomial vector fields are possible
but, at the microscopic level, they are associated to triple or higher
order collisions, a situations that occurs with a very low probability.

The equation 2 can also be written in the matrix form,

dxj
dt

¼ Γω Að Þ ð3Þ

where Γ is the n � m matrix and AT ¼ (A1, . . ., Am)

ωðAÞ ¼
r1ðμ1j � ν1j ÞAνi1

1 . . . Aν1m
m

. . . : . . . : . . .
rnðμnj � νnj ÞAνn1

1 . . . Aνnm
m

0
@

1
A ð4Þ

in general n 6¼m. Associated with the differential equations one has
the conservation laws:

d

dt
Aνkð Þ ¼ 0 ð5Þ

The input of genetic regulatory networks contains the list of
transcriptional activators and repressors of the network. If, in gen-
eral, the genes are catalytic substances presented in any genetically
controlled biological process, the usual threshold concept in
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biology is a bifurcation phenomenon of the model equations.
These bifurcations are tuned by the conservation law constants of
the equations, resulting from the catalytic role of genes.

2.2 Identifiability,

Observability,

and Sloppiness

In several applications, models’ parameters of dynamic systems are
not directly measurable but only indirectly accessible through
inputs and measurements outputs. Furthermore signals are time
varying and are subjected to some applied perturbations. Then a
fundamental question to be answered before some methods are
selected is if the model structure in question is identifiable. Struc-
tural identifiability is a model property that ensures that parameters
can be globally or locally determined from knowledge of the inpu-
t–output behavior of the system. Sedoglavic [13, 14] presents a
probabilistic semi-numerical algorithm for testing the local struc-
tural identifiability of a model. A-priori non-identifiability may be
caused by over-parameterization of the model that includes its
observation function; while a-posteriori non-identifiability is gen-
erally due to lack of information on the available data. Sloppy
models are, however, often unidentifiable, i.e., characterized by
many parameters that are poorly constrained by experimental
data. In principle, however, these two concepts, identifiability and
sloppiness, are distinct.

In general we can consider a state variable with time invariant
parameters defined by the following algebraic system

P _xðtÞ ¼ f ðxðtÞ,uðtÞ, θÞ, xð0Þ ¼ x0ðθÞ
yðtÞ ¼ gðxðtÞ,uðtÞ, θÞ

�
ð6Þ

where xðtÞ∈Rn,uðtÞ∈Rm, θðtÞ∈Rd, yðtÞ∈Rp and f and g are
rational functions of x, u, θ. Higher-order derivatives of the output
with respect to time yν can be obtained by repeated use of the chain
rule and replacing _x using the system dynamics (also known as
extended Lie-derivative along f )

y ¼ g

_y ¼ ∂g
∂x

f þ ∂g
∂u

_u ¼ Lf g

€y ¼ Lf ðℒf gÞ ¼ L2
f g

⋮

y ν ¼ Lν
f g

with ν ¼ n + d � 1 and where Lf ¼
Xn
i¼1

f i
∂
∂xi

þ
X1
i¼0

uiþ1 ∂
∂uðiÞ is the

formal Lie derivation.
The output derivatives may be expressed in terms of the state

and parameters and the inputs and its derivatives as Y ¼ YðxθÞ that
can be uniquely solved for x and θ if the Jacobian
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J x, θð Þ ¼ ∂Yðx, θÞ
∂ðx, θÞ

¼

∂y
∂x1

� � � ∂y
∂xn

� � � ∂y
∂θ1

� � � ∂y
∂θn

⋮ ⋮ ⋮ ⋮
∂ynu

∂x1
� � � ∂ynu

∂xn
� � � ∂ynu

∂θ1
� � � ∂ynu

∂θn

0
BBBBBB@

1
CCCCCCA

ð7Þ

the elements of the Jacobian matrix equals the coefficients of the
formal Taylor’s series expansion around t ¼ 0 of the output sensi-
tivity derivatives with regard to initial conditions and parameters.

The sensitivity equations are:

X⋆
:

P
: _x ¼ f ðx,u, θÞ, xð0Þ ¼ x0

d

dt

∂x

∂x0i
¼ ∂f

∂x
∂x

∂x0i
,

∂x

∂x0i
0ð Þ ¼ 1n

d

dt

∂x
∂θi

¼ ∂f
∂x

∂x
∂θi

þ ∂f
∂θi

,
∂x
∂θi

0ð Þ ¼ 0d

8>>>>>><
>>>>>>:

ð8Þ

The system
P⋆

can be solved iteratively generating truncated power
series solutions of desired order. Insertion into the output sensitiv-
ity expressions gives truncated power series:

d

dx0i
y tð Þ ¼ ∂g

∂x
x tð Þ,u tð Þ, θð Þ ∂x

∂x0i
tð Þ

d

dθi
y tð Þ ¼ ∂g

∂x
x tð Þ,u tð Þ, θð Þ ∂x

∂θi
tð Þ þ ∂g

∂θi
x tð Þ,u tð Þ, θð Þ

ð9Þ

We may summarize the possible strategy with the following
diagram:

�

∂(Li
f g)0≤i≤ν

∂(x,θ) Symbolic

∂(Li
f g)0≤i≤ν

∂(x,θ) Numeric

x x̃

θ θ̃

u(t) ũ(t)

x → x̃

θ → θ̃

u(t) → ũ(t)

2.3 Inverse Problem Let’s consider the computation of an approximation to a solution
of a nonlinear operator equation

F ðxÞ ¼ y ð10Þ
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where F: X ! Y is an ill-posed operator between Hilbert spaces
X, Y. The inverse problem is to identify the model parameters
observed at various time under different experimental conditions
if only noisy data yδ are given. Now denoting by x the parameter
vector to be determined and with yδ the available noisy data the
inverse problem can be formulated with:��yδ � F ðxÞ��2

Y
! min

x∈X
ð11Þ

In recent years, many of the well-known methods for linear
ill-posed problems have been generalized to nonlinear operator
equations [15].

The iterative methods by Tikhonov regularization is obtained
by minimizing the Tikhonov functional

JαðxÞ ¼ ��y δ � F ðxÞ��2 þ α
��x � x

��2
xδα ¼ argmin

x
JαðxÞ

ð12Þ

The advantage of Tikhonov regularization is that convergence of
the method, i.e. xδ ! x{ for δ ! 0 and an appropriate parameter
choice α ¼ α(δ) holds under weak assumptions to the operator.
However, the difficulties for Tikhonov regularization are a proper
choice of the regularization parameter and the computation of the
minimizer of the Tikhonov functional [15]. Other forms of regu-
larization are: Maximum entropy [15] and Bounded variation [16].

2.4 Sloppy Models

and Fisher Information

Matrix

Dynamic systems biology models involve many kinetic parameters,
the quantitative determination of which could be extracted from a
fit long before the experimental data constrained the parameters,
even to within orders of magnitude. This pattern was attributed to a
low sensitivity to model’s parameter also revealed by the fact that
sensitivity eigenvalues were roughly evenly spaced over many dec-
ades. Consequently, the model behavior depended effectively on
only a few stiff parameter combinations.

Sloppiness is particularly relevant to biology, because the col-
lective behavior of most biological systems is much easier to mea-
sure in vivo than the values of individual parameters. Gutenkunst
[3], analyzing 17 system biology models drawn from the BioMo-
dels database [17], an online repository of models encoded in the
Systems Biology Markup Language, have shown that exist models
that are poorly constrained and/or ill-conditioned because it is
difficult to use experimental data to derive their parameters. These
models were called sloppy.

The change in model behavior as parameters yi varied from
their published values di (SBML) [18] by the average squared
change in molecular species. This is accomplished by defining a
cost function that quantifies how different the model output is for a
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given set of parameters from the experimental data. The precise
function is a sum of squared differences between the model and the
data, scaled by the experimental error:

χ2 ¼
XN
i¼1

ðyiðpÞ � diÞ2
σ2i

ð13Þ

The species are normalized by the term σ that is equal to the
maximum value of species across the conditions considered. Thus,
less noisy signals are more weighted, and all measurements are
brought to the same scale. Since the signals are only available at
discrete time points the errors at each measurement time point are
summed. When the values of the objective functions attained, as for
example, for model A and model B differ only slightly, it is not clear
which one of the models is better suited to fitting the benchmark
problem.

Then a local approximation method to estimate of the confi-
dence intervals of the parameters should be applied. This may be
the Fisher-Information-Matrix [19]. To analyze each model’s sen-
sitivity to parameter variation, one considers the Hessian matrix

H χ2

j ,k ¼
∂2χ2ðrÞ

∂logrj∂logrk
ð14Þ

that corresponds to approximating the surfaces of constant model
to an Np dimensional ellipsoids, where Np is the number of the
parameters of the model. The principal axes of the ellipsoids are the
eigenvectors of the Hessian matrix and the width of the ellipsoids
along each principal axis is proportional to one over the square root
of the corresponding eigenvalue. The narrowest axes are called stiff,
and the broadest axes sloppy.

Expanding the second derivative:

∂2χ2ðrÞ
∂logðpiÞ∂logðpj Þ

¼
XN
i¼1

∂rk
∂logðpiÞ

∂rk
∂logðpj Þ

þ rk
∂2

rk
∂logðpiÞ∂logðpj Þ

 !

ð15Þ
we see that the second term can be dropped in the case of a near-
perfect fit when each rk is small. Denoting the matrix of first
derivatives as the Jacobian,

J kj ¼
∂rk

∂logðpj Þ
ð16Þ

we can then make the approximation H � JTJ. In the Bayesian
statistics field this matrix is known as the Fisher Information Matrix
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and the Jacobian is referred to as the Design Matrix for the linear-
ized approximation of the full model [20].

Sloppy models are characterized by a logarithmic hierarchy of
Fisher Information Matrix eigenvalues while unidentifiable models
have in general small eigenvalues. Even though sloppiness and
parameter identifiability are closely related, they should be consid-
ered as two distinct concepts [21]: sloppy models may be both
identifiable and not identifiable and the same appears for not sloppy
models.

3 Methods

Here we present an experiment based on a three-step approach:
identifiability, sloppiness, and inverse problems. The aim of this
experiment is to have the elements to analyze a biology system
and to know if what we are analyzing is complete. If so, then we
are able to retrieve the main elements of the system.

3.1 The Forward

Model

We have selected a simpler case of mitotic oscillator analyzed by
Tyson [22], but other models could be analyzed using the same
approach.

Tyson states that:

l The proteins cdc2 and cyclin form a heterodimer (maturation
promoting factor) that controls the major events of the cell cycle.

l A mathematical model for the interactions of cdc2 and cyclin is
constructed.

l Simulation and analysis of the model show that the control
system can operate in three modes: as a steady state with high
maturation promoting factor (MPF) activity, as a spontaneous
oscillator, or as an excitable switch.

l Solutions depend on the values assumed by the ten parameters in
the model.

l Nothing is known experimentally about appropriate values for
these parameters.

l The focus is on two parameters: k4, the rate constant describing
the autocatalytic activation of MPF by dephosphorylation of the
cdc2 subunit, and

l k6, the rate constant describing breakdown of the active cdc2-
cyclin complex.
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The time differential equations are:

dC2

dt
¼ �k8notP � C2ðtÞ þ k9� CPðtÞ þ k6�M ðtÞ

dCP

dt
¼ k8notP � C2ðtÞ � k9� CPðtÞ � k3� CPðtÞY ðtÞ

dM

dt
¼ �k5notP �M ðtÞ � k6�M ðtÞ þ ðk4prime þ k4�M ðtÞ2Þ � pM ðtÞ

dpM

dt
¼ k5notP �M ðtÞ � ðk4prime þ k4�M ðtÞ2Þ � pM ðtÞ þ k3� CPðtÞY ðtÞ

dY

dt
¼ k1aa � k2� Y ðtÞ � k3� CPðtÞ � Y ðtÞ

dYP

dt
¼ k6�M ðtÞ � k7� YPðtÞ

ð17Þ

where t is the time and ki, the rate constant for step i(i ¼ 1, . . ., 9).
aa means amino acids. There are six time-dependent variables: the
concentrations of cdc2 (C2), cdc2-P (CP), preMPF ¼ P-cyclin-
cdc2-P (pM), active MPF ¼ P-cyclin-cdc2 (M), cyclin (Y ), and
cyclin-P (YP). ActiveMPF is described by the function F([M]). The
equation where active MPF is described is given by the function
M that is equal to (k4prime + k4 � M)2, where k4prime is the rate
constant when [active MPF] ¼ 0 and k4 is the rate constant when
[active MPF] ¼ [CT], where [CT] ¼ total cdc2. Tyson assumes k4
� k4prime. Related data are reported in Table 1.

The graphic plot is shown in Fig. 1.

Table 1
Data value used in the numerical solution

Parameters Value

k1aa 0.015 min�1

k2 0 min�1

k3 200 min�1

k4 10–1000 min�1

k4prime 0.018 min�1

k5notP 0

k6 0.1–10 min�1

k7 0.6 min�1

k8notP � k9 (106)

k9 � k6 (103)
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3.2 Identifiability In general a mathematical model helps to better understand the
biological phenomenon studied. It enables experiments to be spe-
cifically designed to make predictions of certain characteristics of
the system that can then be experimentally verified. It summarizes
the current body of knowledge in a format that can be easily
communicated. Then the model will be conditioned by elements
which may have an impact on the questions addressed by the users.

The mathematical assumptions are defined from the network
architecture and from the modelling framework like deterministic
or stochastic laws, partial differential equations, etc.

A crucial step is that to define a number of unknown
non-measurable parameters that can be determined by means of
experimental data fitting, the so-called identification. Raue et al. [9]
report several methods to be used for identifying parameters.
Among others the DAISY approach basic idea is that of manipulat-
ing algebraic differential equations as polynomials depending also
on derivatives of the variable. This algorithm permits to eliminate
the non-observed state variables from the system of equations and
to find the input–output relation of the system [23]. The EAR
approach developed by Fraunhofer Chalmers [7, 8] is based on a
method for local algebraic observability [13]. PL approach checks
for non-identifiability by posing a parameter estimation problem
using real or simulated data. The central idea is that
non-identifiability manifests as a flat manifold in the parameter
space of the estimation problem, e.g. the likelihood function.

Here we use the Sedoglavic’s approach, modified by Fraunho-
fer Chalmers as previously mentioned, applied to the Tyson’s
model. When the same system has the same input but one less
output, i.e. n � 1 states are measured, for example pM, results
reported in Table 2 show that the k4, k4prime, and k5notP are
unidentifiable. On the contrary all data are uniquely identifiable.
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Fig. 1 Dynamical behavior of the components of cdc2-cyclin model
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3.3 Sloppiness In order to detect the level of sloppiness of the parameters involved
in the Tyson’ model we applied the procedure designed by Guten-
kunst et al. [6] only for the nonzero parameters. Results are shown
in Fig. 2.

3.4 Inverse Model The procedure of inverse problems have been developed adding a
white noise on parameters. The key is, of course, the simultaneous
fitting of all ten datasets. Results are reported in Table 3 with
related statistics.

Table 2
Structurally identifiable parameters and parameter combinations

Parameter Note

k6 Is uniquely identifiable

k7 Is uniquely identifiable

k9 Is uniquely identifiable

k8notP Is uniquely identifiable

k2 Is uniquely identifiable

k3 Is uniquely identifiable

k1aa Is uniquely identifiable

k4 Unidentifiable

k4prime Unidentifiable

k5notP Unidentifiable
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Fig. 2 Parameters confidence intervals in a semilog box plot
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3.5 Inverse

Bifurcation

Bifurcation analysis has proven to be a powerful method for under-
standing the qualitative behavior of gene regulatory networks
[24]. In addition to the more traditional forward problem of
determining the mapping from parameter space to the space of
model behavior, the inverse problem of determining model para-
meters to result in certain desired properties of the bifurcation
diagram provides an attractive methodology for addressing impor-
tant biological problems. For a certain range of a bifurcation
parameter, three steady states coexist, whereas outside this interval
only a single steady state exists. This implies that slowly varying
parameters can induce a sudden jump. Manipulating the Tyson’s
model, assuming the total cdc2 CT ¼ C2 þ CP + pM + M ¼ const
and CP¼ (1� w)CT� C2 and C2� 1 one rewrites Eq. 17 as u¼
[M]/[CT], ν ¼ ([Y ] þ [pM] þ [M])/[CT], w ¼ ([pM] þ [M])/
[CT], and y ¼ [Y T]/[CT] and that the first three equations can be
solved independently of the fourth because y does not appear in the
first three equations; and because k3[CT] � max {kiaa, k2, k6},
w changes very rapidly compared to changes in ν, so w¼ ν as long as
0 < ν < 1. Thus, the cdc2-cyclin model reduces to a pair of
nonlinear ordinary differential equations

_u½t � ¼ k4ðν� uÞðαþ u2Þðαþ u2Þ � k6u

_ν½t � ¼ ðk1aa � k6uÞ
ð18Þ

where α ¼ k4prime/k4. Applying the mathematics rules shown in
Appendix under Bifurcation, results of such model are shown in
Fig. 3.

Table 3
Parameters retrieval, standard error, t statistic and P value

Value Estimate Standard error t-Statistic P-value

k1aa 0.015001 0.000938491 15.9841 4.01224 � 10�48

k2 �2.37146 � 10�7 0.00522666 �0.0000453724 0.999964

k3 200.001 0.960852 208.149 1.049133302926 � 10�558

k4 180. 1.4801 121.613 6.100160101569 � 10�423

k4prime 0.0179989 0.000843644 21.3347 1.81877 � 10�75

k5notP 3.1582 � 10�7 0.00397082 0.0000795352 0.999937

k6 1. 0.00343817 290.853 1.911259397235 � 10�644

k7 0.6 0.00281254 213.33 5.507756176045 � 10�565

k8notP 1.00001 � 106 5864.59 170.517 6.067726632465 � 10�508

k9 999.999 2.45854 406.745 8.26166736095 � 10�73
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Lu et al. [25], applying a methodology based on the inverse
map from the space of bifurcation diagrams to biological space
parameters, has shown that many questions of biological interest
may be formulated by the inverse bifurcation defined as an optimi-
zation problem which involves minimal distances to bifurcation
manifold.

4 Conclusions

Inverse problems and sloppy models are only part of the more
general problem approach of inverse problems applied to systems
biology. Despite many mathematical tools are available for specific
problems posed by systems biology studies, as reviewed among
others by Villaverde and Banga [26], the core problem of how to
derive system level organization from experimental results remains
largely unsolved. Accordingly, the modelling of biological systems
is far to be treated as a complete engineered system, thus the use of
the reverse engineering approach appears to be a difficult road
because different perspectives of systems biology coexist. Large-
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Fig. 3 A phase portrait of the Tyson’s model
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scale dynamic biological models generally may have many
unknown, non-measurable parameters and their tuning may appear
unrealistic. Nevertheless if on one side some authors have shown,
among others we cite Paci et al. [27], that it is possible to explore
the biological networks by reverse engineering provided the analy-
sis of classifying the nodes in the network is defined as a whole, on
the other side, other authors, among whom we cite Villaverde et al.
[28], have compared different parameter estimations methods with
the aim to have a benchmark for optimal experimental design. Then
in this paper we have tried to define the minimal approach to
understand how a biological system can be studied without forcing,
with tuned parameters, the biological nature of process involved.
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Appendix A: Notes

A.1 Deterministic

Solutions

This appendix can be an aide to characterize the system biology,
thanks to mathematical models which may consist of a system of
differential equations involving state variables and parameters. If
the variables of such system do not depend explicitly on time, the
system is said to be autonomous. Under certain assumptions
defined below such system may be considered as an autonomous
dynamical system. As time does not occur explicitly in equations,
solution of a system of differential equations may be projected in a
space called phase-space in which the behavior of the state variables
is described.

The plot of the solution in such space is called phase portrait.
The bifurcation of a system of differential equations, i.e., of an
autonomous dynamical system is concerned with changes in the
qualitative behavior of its phase portrait as parameters vary and
more precisely, when such a bifurcation parameter reaches a certain
value, called critical value. Thus, bifurcation theory is of great
importance in dynamical systems study because it indicates stability
changes, structural changes in a system, etc. So, plotting the solu-
tion of autonomous dynamical system according to the bifurcation
parameter leads to the construction of a bifurcation diagram. Such
diagram provides knowledge on the behavior of the solution: con-
stant, periodic, nonperiodic, or even chaotic. As there are many
kinds of behaviors of solutions there are many kinds of bifurcations.
The Hopf bifurcation corresponds to periodic solutions and period
doubling bifurcation, or period doubling cascade, which is one of
the routes to chaos for dynamical systems.

Inverse Problems in Systems Biology 83



A.2 Bifurcation

Concepts

A bifurcation occurs when a small smooth change made to the
parameter values (the bifurcation parameters) of a system causes a
sudden qualitative or topological change in its behavior. Generally,
at a bifurcation, the local stability properties of equilibria, periodic
orbits or other invariant sets changes. It has two types; Local
bifurcations, which can be analyzed entirely through changes in
the local stability properties of equilibria, periodic orbits or other
invariant sets as parameters cross through critical thresholds; and
Global bifurcations,which often occur when larger invariant sets of
the system collide with each other, or with equilibria of the system.
They cannot be detected purely by a stability analysis of the equili-
bria (fixed or equilibrium points, see the next section).

In dynamical systems, only the solutions of linear systems may
be found explicitly. Unfortunately, real life problems can generally
be modelled only by nonlinear systems The main idea is to approxi-
mate a nonlinear system by a linear one (around the equilibrium
point).

A.3 Linear Stability

Analysis

Bifurcations indicate qualitative changes in a system’s behavior. For
a dynamical system dy

dt ¼ f y, λð Þ, bifurcation points are those equi-
librium points at which the Jacobian ∂f

∂y is singular. For definition
consider a nonlinear differential equation

_xðtÞ ¼ f ðxðtÞ,uðtÞÞ, ð19Þ
where f is a function mapping R � R3 ! Rn. A point x is called an
equilibrium point if there is a specific u∈Rm such that

f ðxðtÞ,uðtÞÞ ¼ 0n: ð20Þ
Suppose x is an equilibrium point (with the input u). Consider the
initial condition xð0Þ ¼ x , and applying the input uðtÞ ¼ u for all
t 	 t0, then resulting solution x(t) satisfies

xðtÞ ¼ x , ð21Þ
for all t 	 t0. That is why it is called an equilibrium point or
solution.

Linear stability of dynamical equations can be analyzed in two
parts: one for scalar equations and the other for two dimensional
systems

1. Linear stability analysis for scalar equations

To analyze the Ordinary Differential Equations (ODE)

_x ¼ f ðxÞ ð22Þ
locally about the equilibrium point x ¼ x , we expand the
function f(x) in a Taylor series about the equilibrium point x .
To emphasize that we are doing a local analysis, it is customary
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to make a change of variables from the dependent variable x to a
local variable. Now let:

xðtÞ ¼ x þ EðtÞ, ð23Þ
where it is assumed that E(t) � 1, so that we can justify
dropping all terms of order two and higher in the expansion.
Substituting xðtÞ ¼ x þ EðtÞ into the Right-Hand Side (RHS)
of the ODE yields

f ðxðtÞÞ ¼ f x þ E tð Þð Þ ¼ f xð Þ þ f xð ÞE tð Þ þ f xð Þ E
2ðtÞ
2

þ � � �
¼ 0þ f ðxÞEðtÞ þOðE2Þ,

ð24Þ
and dropping higher order terms, we obtain

f ðxÞ � f ðxÞEðtÞ: ð25Þ
Note that dropping these higher order terms is valid since E(t)
� 1. Now substituting xðtÞ ¼ x þ EðtÞ into the Left-Hand Side
(LHS) of the ODE,

E0ðtÞ ¼ f ðxÞEðtÞ: ð26Þ
The goal is to determine if we have growing or decaying solu-
tions. If the solutions grows, then the equilibrium point is
unstable. If the solution decays, then the fixed point is stable.
To determine whether or not the solution is stable or unstable
we simply solve the ODE and get the solution as

EðtÞ ¼ E0expððxÞEðtÞÞ, ð27Þ
where E0 is a constant. Hence, the solution is growing if
_f ðxÞ > 0 and decaying if _f ðxÞ < 0. As a result, the equilibrium
point is stable if _f ðxÞ < 0, unstable if _f ðxÞ > 0.

A first-order autonomous ODE with a parameter r has the
general form dx/dt ¼ f(x, r). The fixed points are the values of
x for which f(x, r) ¼ 0. A bifurcation occurs when the number
or the stability of the fixed points changes as system parameters
change. The classical types of bifurcations that occur in nonlin-
ear dynamical systems are produced from the following proto-
typical differential equations:

l saddle: dx/dt¼ r + x2. A saddle-node bifurcation or tangent
bifurcation is a collision and disappearance of two equilibria
in dynamical systems. In autonomous systems, this occurs
when the critical equilibrium has one zero eigenvalue. This
phenomenon is also called fold or limit point bifurcation. An
equilibrium solution (where x ¼ 0) is simply x ¼ p\pm

ffiffiffi
r

p
.

Therefore, if r < 0, then we have no real solutions, if r >
0, then we have two real solutions.
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We now consider each of the two solutions for r > 0, and
examine their linear stability in the usual way. First, we add a
small perturbation:

x ¼ x þ E:

Substituting this into the equation yields

dE
dt

¼ r � x2
� �� 2xE� E2, ð28Þ

and since the term in brackets on the RHS is trivially zero,
therefore

dE
dt

¼ �2xE,

which has the solution

EðtÞ ¼ Aexpð�2xtÞ:
From this, we see that for x ¼ þ ffiffiffi

r
p

| x | ! 0 as t ! 1 (linear
stability); for x ¼ � ffiffiffi

r
p jxj ! 0 as t ! 1 (linear instability).

In a typical “bifurcation diagram,” therefore, the saddle
node bifurcation at r ¼ 0 corresponds to the creation of two
new solution branches. One of these is linearly stable, the other
is linearly unstable.
Let’s do the same for the next

l transcritical: dx/dt ¼ rx � x2

l supercritical pitchfork super: dx/dt ¼ rx � x3

l subcritical pitchfork sub: dx/dt ¼ rx + x3

and easily we find the relative stability and instability.

2. Linear stability analysis for systems
Consider the two-dimensional nonlinear system

_x ¼ f ðx, yÞ,
_y ¼ gðx, yÞ, ð29Þ

and suppose that ðx , y Þ is a steady state (equilibrium point), i.e.,
f ðx , y Þ ¼ 0 and gðx , y Þ ¼ 0: Now let’s consider a small pertur-
bation from the steady state ðx , y Þ

x ¼ x þ u,
y ¼ y þ v,

ð30Þ

where u and v are understood to be small as u� 1 and v� 1. It
is natural to ask whether u and v are growing or decaying so
that x and y will move away form the steady state or move
towards the steady states. If it moves away, it is called unstable
equilibrium point, if it moves towards the equilibrium point,
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then it is called stable equilibrium point. As in scalar equations,
by expanding the Taylor’s series for f(x, y) and g(x, y);

_u ¼ _x ¼ f ðx, yÞ
¼ f ðx þ u, y þ vÞ
¼ f ðx , y Þ þ f xðx , y Þu þ f yðx , y Þv þ higher order terms . . .

¼ f xðx , y Þu þ f yðx , y Þv þ higher order terms . . . :

ð31Þ
Similarly,

_v ¼ _y ¼ gðx, yÞ
¼ gðx þ u, y þ vÞ
¼ gðx , y Þ þ gxðx , y Þu þ gyðx , y Þv þ higher order terms . . .

¼ gxðx , y Þu þ gyðx , y Þv þ higher order terms . . . :

ð32Þ
Since u and v are assumed to be small, the higher order terms
are extremely small, we can neglect the higher order terms and
obtain the following linear system of equations governing the
evolution of the perturbations u and v,

_u
_v

	 

¼ f xðx , y Þ f yðx , y Þ

gxðx , y Þ gyðx , y Þ
	 


u
v

	 


where the matrix

f xðx , y Þ f yðx , y Þ
gxðx , y Þ gyðx , y Þ
	 


is called Jacobian matrix J of the nonlinear system, where the
raws of the Jacobian are the derivatives computed in the steady
state. The above linear system for u and v has the trivial steady
state (u, v) ¼ (0, 0), and the stability of this trivial steady state
is determined by the eigenvalues of the Jacobian matrix at the
equilibrium point (0, 0) where J(0, 0) give the eigenvalues by
solving the characteristic equation det(J �λI) ¼ 0, where I is
the identity matrix and λ are the eigenvalues.

As a summary,

l Asymptotically stable. A critical point is asymptotically stable
if all eigenvalues of the jacobian matrix J are negative, or
have negative real parts.

l Unstable. A critical point is unstable if at least one eigen-
value of the jacobian matrix J is positive, or has positive
real part.
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l Stable (or neutrally stable). Each trajectory move about the
critical point within a finite range of distance.

l Definition(Hyperbolic point). The equilibrium is said to be
hyperbolic if all eigenvalues of the jacobian matrix have
nonzero real parts.

l Hyperbolic equilibria are robust (i.e., the system is structur-
ally stable). Small perturbations of order do not change
qualitatively the phase portrait near the equilibria. More-
over, local phase portrait of a hyperbolic equilibrium of a
nonlinear system is equivalent to that of its linearization.
This statement has a mathematically precise form known as
the Hartman-Grobman. This theorem guarantees that the
stability of the steady state ðx , y Þ of the nonlinear system is
the same as the stability of the trivial steady state (0, 0) of
the linearized system.

l Definition(Non-Hyperbolic point). If at least one eigen-
value of the Jacobian matrix is zero or has a zero real part,
then the equilibrium is said to be non-hyperbolic. Non-hy-
perbolic equilibria are not robust (i.e., the system is not
structurally stable). Small perturbations can result in a local
bifurcation of a non-hyperbolic equilibrium, i.e., it can
change stability, disappear, or split into many equilibria.
Some refer to such an equilibrium by the name of the
bifurcation.

A.4 Applications

to Two Nonlinear

Equations System

In the study of nonlinear dynamics, it is useful to first introduce a
simple system that exhibits periodic behavior as a consequence of a
Hopf bifurcation. The two-dimensional nonlinear and autonomous
system given by

_x ¼ f 1ðx, yÞ ¼ �x þ ay þ x2y,

_y ¼ f 2ðx, yÞ ¼ b � ay � x2y
ð33Þ

has this feature. These equations describe the autocatalytic reaction
of two intermediate species x and y in an isothermal batch reactor,
when the system is far from equilibrium. In this context, the steady
state referred to below is a pseudo steady state, and is applicable
when the precursor reactant is slowly varying with time.

The unique steady state is given by xS ¼ b and yS ¼ b/(a + b2).
This steady state is at the position of the green dot in the phase
portrait diagram. It appears as the intersection of the dotted blue
and green curves, which are the level curves given by f1(x, y) ¼
0 and f2(x, y) ¼ 0.

The stability of steady state to small disturbances can be
assessed by determining the eigenvalues of the Jacobian J
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J ¼
∂f 1

∂x
∂f 1

∂y
∂f 2

∂x
∂f 2

∂y

0
BB@

1
CCA ð34Þ

A.5 Hopf Bifurcation Using the following procedure it is possible to compute the Hopf
bifurcation parameter value of two or three-dimensional dynamical
systems. Since the two-dimensional procedure may be obtained by
a simple reduction, the three-dimensional procedure is only pre-
sented. A Hopf bifurcation occurs when a complex conjugate pair
of eigenvalues crosses the imaginary axis.

The phase portrait with the vector field of directions around the
critical point (xS, yS) may be simply obtained. In addition, the
eigenvalues of J, the trace trace(J), the determinant | J |, and

Δ ¼ traceðJ Þ2 � 4jJ j may be computed as far as the time series
corresponding to x(t) and y(t), respectively and the real and imagi-
nary parts of the two eigenvalues λ1 and λ2. Then to observe a Hopf
bifurcation may be defined the parameters.

A.6 Nonlinear

Equations System

Newton’s method can be used to solve systems of nonlinear equa-
tions. Newton-Raphson Method for two-dimensional Systems.

To solve the nonlinear system F(X) ¼ 0, given one initial
approximation P0, and generating a sequence Pk which converges
to the solution Pi i.e. F(X) ¼ 0.

Suppose that Pk has been obtained, use the following steps to
obtain Pk+1.

1. Evaluate the function

FðPkÞ ¼ f 1ðpk, qkÞ
f 2ðpk, qkÞ

� �
ð35Þ

2. Evaluate the Jacobian

J Pkð Þ ¼
δ
δx

f 1 pk, qk
� � δ

δx
f 1 pk, qk
� �

δ
δy

f 2 pk, qk
� � δ

δy
f 2 pk, qk
� �

0
BB@

1
CCA ð36Þ

3. Solve the linear system

JðPkÞΔPk ¼ �FðPkÞ f or ΔP ð37Þ
4. Compute the next approximation

Pkþ1 ¼ Pk þ ΔPk ð38Þ
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A.7 Singular Value

Decomposition

Every A, matrix m � n, m 
 n can be decomposed as

A ¼ UΣVT ð39Þ
where (.)T denotes the transposed matrix and U is m � n matrix,
V is n � n matrix satisfying

UTU ¼ VTV ¼ VVT ¼ In ð40Þ
and Σ ¼ E½σ1, . . . , σn� a diagonal matrix.

These σi’s, σ1/g 
 σ2 
, . . ., σn 
 0 are the square root of the
nonnegative eigenvalues ofATA and are called as the singular values
of matrix A. As it is well known from linear algebra, see i.e., Press
et al. [29] singular value decomposition is a technique to compute
pseudoinverse for singular or ill-conditioned matrix of linear sys-
tems. In addition this method provides least square solution for
overdetermined system and minimal norm solution in case of
undetermined system.

The pseudoinverse of a matrix A,m � n is a matrix A+, n ∗�m
satisfying

AAþA ¼ A,AþAAþ ¼ Aþ, ðAþAÞ∗ ¼ AþA, ðAAþÞ∗

¼ AAþ ð41Þ
where (.)∗ denotes the conjugate transpose of the matrix.

Always exists a unique A+ which can be computed using SVD:

1. If m > ¼ n and A ¼ UΣVT , then

Aþ ¼ VΣ�1UT ð42Þ
where Σ�1 ¼ E½1=σ1, . . . , 1=σn�

2. If m < n, then compute the (AT)+, pseudoinverse of AT and
then

Aþ ¼ ððAT ÞþÞT ð43Þ

A.8 Newton-Raphson

Method

with Pseudoinverse

The idea of using pseudoinverse in order to generalize of Newton
method is not new but has been suggested by different authors,
among others we may cite Haselgrove [30]. It means that in the
iteration formula, the pseudoinverse of the Jacobian matrix will be
employed,

xiþ1 ¼ xi � J þðxj Þf ðxiÞ ð44Þ
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A.9 Stochastic

Resonance

Since several times the system shows a bistability one can consider
the following stochastic equation:

dX ¼ ∂U ðX , tÞ
∂U ðX Þ dt þ ηdW t ð45Þ

where dWt stands for a Wiener process and η represents the noise
level.

Now consider potentials of the formU(X, t) ¼Uo(X) þ EXcos
(2πt/τ), composed of a stationary part Uo with two minima at X�

and X+ and a periodic forcing with amplitude E and period τ. If E is
small enough, X will oscillate around either X� or X+, without ever
switching to the other.

But what happens if one increases the noise amplitude η? Then
there is some probability that X will jump from one basin to the
other. If the noise level is just right, X will follow the periodic
forcing and oscillate between X�and X+ with period τ. This is
what we mean by stochastic resonance.

In more general terms, there is stochastic resonance whenever
adding noise to a system improves its performance or, in the lan-
guage of signal processing, increases its signal-to-noise ratio. Note
that the noise amplitude cannot be too large or the system can
become completely random.

A.10 Stochastic

Solutions

The deterministic dynamics of populations in continuous time are
traditionally described using coupled, first-order ordinary differen-
tial equations. While this approach is accurate for large systems, it is
often inadequate for small systems where key species may be present
in small numbers or where key reactions occur at a low rate. The
Gillespie stochastic simulation algorithm (SSA) [31] is a procedure
for generating time-evolution trajectories of finite populations in
continuous time and has become the standard algorithm for these
types of stochastic models. It is well known that stochasticity in
finite populations can generate dynamics profoundly different from
the predictions of the corresponding deterministic model. For
example, demographic stochasticity can give rise to regular and
persistent population cycles in models that are deterministically
stable and can give rise to molecular noise and noisy gene expres-
sion in genetic and chemical systems where key molecules are
present in small numbers or where key reactions occur at a low
rate. Because analytical solutions to stochastic time-evolution equa-
tions for all but the simplest systems are intractable, while numerical
solutions are often prohibitively difficult, stochastic simulations
have become an invaluable tool for studying the dynamics of finite
biological, chemical, and physical systems.

The Gillespie stochastic simulation algorithm (SSA) is a proce-
dure for generating statistically correct trajectories of finite well-
mixed populations in continuous time. The trajectory that is
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produced is a stochastic version of the trajectory that would be
obtained by solving the corresponding stochastic differential
equations.

A.11 The

Gillespie SSAs

The SSA assumes a population consisting of a finite number of
individuals distributed over a finite set of discrete states. Changes
in the number of individuals in each state occur due to reactions
between interacting states.

Given an initial time t0 and initial population state X(t0),
the SSA generates the time evolution of the state vector X(t),
(X1(t), . . ., XN(t)) where Xi(t), i ¼ 1, . . ., N, is the population
size of state i at time t and N is the number of states. The states
interact throughM reactionsRj where j¼ 1, . . ., M denotes the jth
reaction. A reaction is defined as any process that instantaneously
changes the population size of at least one state. Each reaction Rj is
characterized by two quantities. The first is its state-change vector
νj ¼ (ν1j, . . ., νNj), where νij is the population change in state
i caused by one Rj reaction. In other words, if the system is in
state x, assuming x ¼ X(t), and one Rj reaction occurs, the system
instantaneously jumps to state x + νj. The second component of Rj

is its propensity function aj(x) which is the probability of one Rj

reaction occurring in the infinitesimal time interval [t; t + dt].

Appendix B: Software Tools

Beyond personal script to manage data, we have also used and
tested several public domain softwares, based on Qt and Python.
Here we suggest those we consider more flexible and accurate.

l COPASI is a Qt software application for simulation and analysis
of biochemical networks and their dynamics. COPASI is part of
de.NBI, the “German Network for Bioinformatics Infrastruc-
ture”. It is a stand-alone program that supports models in the
SBML standard and can simulate their behavior using ODEs or
Gillespie’s stochastic simulation algorithm; arbitrary discrete
events can be included in such simulations.http://copasi.org/

l PyCoTools a COPASI based tool, in Python, for para-
meter estimation and identifiability.https://github.com/
CiaranWelsh/PyCoTools

l SloppyCell is a Python software environment for simulation and
analysis of biomolecular networks, mainly developed for sloppy
models.http://sloppycell.sourceforge.net/

l Pycellerator provides python libraries, a command line inter-
face, and an ipython notebook interface for Cellerator arrow
notation.https://github.com/biomathman/pycellerator
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l Inverse problem solving tools for solving inverse problems.
An open-source Python library for modelling and inversion in
geophysics.http://www.fatiando.org/v0.1/api/inversion.html

l PyDSTool is a sophisticated and integrated simulation and
analysis environment for dynamical systems models of physical
systems (ODEs, DAEs, maps, and hybrid systems and bifurca-
tion). PyDSTool is platform independent, written primarily in
Python with some underlying C and Fortran legacy code for fast
solving. PyDSTool supports symbolic math, optimization, phase
plane analysis, continuation and bifurcation analysis, data analy-
sis, and other tools for modelling—particularly for biological
applications.http://www.ni.gsu.edu/~rclewley/PyDSTool/
FrontPage.html

We have not had any problems to install and run the above
mentioned software, but check the different releases be compatible.
The python version was 2.7.
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Chapter 7

Systems Biology Approach and Mathematical Modeling
for Analyzing Phase-Space Switch During
Epithelial-Mesenchymal Transition

Chiara Simeoni, Simona Dinicola, Alessandra Cucina,
Corrado Mascia, and Mariano Bizzarri

Abstract

In this report, we aim at presenting a viable strategy for the study of Epithelial-Mesenchymal Transition
(EMT) and its opposite Mesenchymal-Epithelial Transition (MET) by means of a Systems Biology
approach combined with a suitable Mathematical Modeling analysis. Precisely, it is shown how the presence
of a metastable state, that is identified at a mesoscopic level of description, is crucial for making possible the
appearance of a phase transition mechanism in the framework of fast-slow dynamics for Ordinary Differen-
tial Equations (ODEs).

Key words Epithelial-mesenchymal transition, Metastable states, Systems biology, Mesoscopic
description, Mathematical modeling, Multiscale differential equations, Slow–fast dynamics, Stability
analysis

1 Introduction

1.1 Complex

Systems and Phase

Transition

Cell transition from a phenotype into another constitutes a critical
event during development, differentiation, and eventually the onset
of degenerative diseases, like cancer. Phenotypic differentiation
involves several changes at molecular, physiological, and morpho-
logical level. Yet, rather than a progressive process, such transfor-
mation behaves like a first order phase transition, also involving the
overall system in a coherent and global (phase) change.

A phase of a thermodynamic system and the states of matter
typically have uniform physical properties. During a phase transi-
tion, certain properties of the given medium change, as a result of
the variation of some external conditions (for example, tempera-
ture, pressure, or others). In Physics, first order phase transitions
are characterized by a discontinuity in one or more state variables,
and those we are particularly interested in also imply a change in
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entropy values [1]. By analogy, in biological systems, among the
most reliable potential functions which describe such transitions,
the Gibbs free energy plays a key role since its variations in response
to the control parameters are usually mirrored by changes of the
entropy.

Despite a number of factors have been demonstrated to partic-
ipate into cell transitions—including stochastic genetic expression,
physical and chemical forces—the cell differentiating process is still
poorly understood.

The dynamics of a complex living system can be described at
different levels of organization. The current mainstream posits that
the lower level, that is the molecular one, exerts a privileged and
even unique causative role in shaping how and why the basic units
of life, cells and tissues, behave and develop [2]. The prevailing
approach postulates that cell fate specification occurs as a determin-
istic process. In response to intrinsic and/or extrinsic chemical
signals, a coordinated change in gene expression patterns drives
the cell population into a specific differentiating pathway. This
deterministic model has been widely criticized given that gene
expression patterns are physiologically stochastic, and fluctuations
increase even dramatically when the system (i.e., the cell popula-
tion) is facing a critical transition from one stable differentiated
state into another [3].

To reconcile the wide variability occurring at the microscale
(i.e., molecular level) with the deterministic achievement of stable
differentiated phenotypes, the concept of epithelial plasticity has
been introduced into the explanatory scheme [4]. This definition
strives to capture two remarkable properties of living systems,
namely resilience (robustness) to perturbations and extreme sensi-
tivity to even small fluctuations of the environmental conditions.

A recurrent metaphor for the complex developmental path of
cell systems across different phenotypic states is given by the Wad-
dington landscape. In this model, cell phenotypes are depicted as
stable attractors, also named as “valleys,” while metastable or unsta-
ble states represent unstable attractors and are named as
“hills” [5]. In view of the Mathematical Modeling of biological
phase transitions we attempt at formalizing, a comment is in order
about the semantic misunderstanding concerning the definition of
metastable states. Actually, the geometrical characterization of such
critical points is better illustrated by the denomination “saddle,”
and we shall employ the classical stability theory of dynamical
systems [6] for the analytical study of the mathematical equations
aiming at reproducing the biological experiments.

Stable states are usually identified by specific gene expression
patterns and gene regulatory networks (GRNs) architecture.
Indeed, the phase-space is reconstructed by computing GRNs
from data provided by high-throughput experiments. However,
because GRNs are typically intricate and contain highly nested
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feedback and feedforward loops that give rise to complex dynamics,
it is difficult to elucidate cell behavior from these regulatory circui-
tries. Moreover, regulation of gene expression is currently no lon-
ger considered the causal factor driving cell differentiation [7]. A
compelling body of evidence has shown that higher order factors
efficiently constrain, and ultimately drive, processes occurring at
lower scales [8, 9]. Such results have questioned the classical causa-
tive paradigm, deeply rooted into a reductionist, bottom-up
approach. In addition, the nonlinear interplay among factors
belonging to different levels is highly sensitive to even smaller
fluctuations in the initial conditions, or in other environmental
parameters, thus providing the system with unexpected and unpre-
dictable properties. This is why higher levels of matter aggregation
display emerging properties that cannot be anticipated by fundamen-
tal laws or by analyzing single components, although the underly-
ing enzymatic-genetic networks in a cell population also support
the emergence of macroscopic structures.

Instead of focusing on the role of individual genes, proteins, or
pathways in biological phenomena, the aim of Systems Biology is to
characterize the ways in which essential molecular parts interact
with each others to determine the collective dynamics of the system
as a whole.

Furthermore, regulation of the cell journey across the Wad-
dington landscape may shed light to the emergence of complexity,
and even into biological evolution. Indeed, it seems that complex
forms of “organized” behavior in living matter emerge from the
competition between different forms of order, rather than between
species [10]. Therefore, as longer as conceptual categories such as
order and complexity are involved in these processes, parameters
like entropy and dissipative structures should be properly consid-
ered in any model of cell phenotypic commitment (refer to
Subheading 3.3).

Thereby, to grasp physical emergent processes—namely, those
occurring during phenotypic transitions, where the biological sys-
tem is involved and changes coherently as a whole—we must look
at themesoscopic level/scale. By analogy with Physics, this is strongly
affected by fluctuations around the average and subject to a proba-
bilistic behavior. Indeed, it is mostly from such macroscopic
changes that diseases, and especially cancer, are diagnosed.

1.2 The Mesoscopic

Framework

The mesoscopic scale is the realm comprised between the nanome-
ter and the micrometer, where “wonderful things start to occur
that severely challenge our understanding” [11]. That is to say, at
the mesoscopic level nonlinear effects, as well as non-equilibrium
processes, are more likely to be appreciated and “cap-
tured” [12]. Within that framework, both chemo-physical forces
and boundary constraints can be deemed acting as causative factors,
even if this property—the causal role—should be ascribed mostly to
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the very specific nonlinear dynamics to which the different system
components are subjected.

In Biology, the mesoscopic level usually entails both cells and
tissues, and scientific investigation requires capturing pivotal fea-
tures of these constituents. That approach also implies integrating
different levels by focusing on parameters that display self-
similarities at different scales (fractal dimension represents a para-
digmatic case in point [13]). Through such a strategy, one would
likely establish strict correlations between the local processes and
the global structure of the living beings, by connecting every level
with each other. It is worth noting that the topology (i.e., the
geometrical three-dimensional distribution) of the interacting
components plays a critical role in shaping biological processes.
Therefore, quantitative morphological analysis of both cells and
tissues architecture has recently regained much interest, given that
“the organization becomes cause in the matter” [14].

Furthermore, the mesoscopic framework shall provide an
acceptable solution to the tyranny of scales problem, still a challenge
to reductive explanations in both Physics and Biology [15]. The
problem refers to the scale-dependency of physical and biological
behaviors, that often forces researchers to combine different mod-
els relying on different scale-specific mathematical strategies and
boundary conditions. On the other hand, the mesoscopic approach
outlines how coordinated (i.e., ordered) macroscale features and
properties—including fractal morphology, cell population connec-
tivity and motility, cytoskeleton rearrangement—arise from the
collective behavior of microscale variables.

Those issues can be efficiently addressed by adopting a formal-
ism (conceptual premises and framework) borrowed from the
phase-space theory [16]. Indeed, the phenotypic differentiation is
strongly reminiscent of phase transitions we observe in physical and
chemical systems, and it is in fact formally equivalent when the
nonlinear dynamics features are properly taken into
account [17]. From a mathematical point of view, the nonlinearity
is mandatory to support the existence of multiple stationary states
with various types of stability properties [6].

By analogy with phase transitions observed in inanimate mat-
ter, specific qualities of the biological system should be viewed as
order parameters, and then their modifications are appreciated
under the variation of a number of control parameters. As happens
in Physics, also in Biology control parameters induce coherent
changes in the system by involving it as a whole, that is to say by
affecting “pleiotropically” a number of hypothetical targets (mole-
cules and pathways, as well as cellular structures).

The transition from a state of order to a new one appears at the
point of instability (bifurcation point), where the increased fluctua-
tion in some of the order parameters leads to a transformation of
the cell system, that displays long-range correlations and is self-
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similar at all scales of physical observation [18]. Order parameters,
like the physical observables, thus enable in capturing the nonlinear
dynamics of the system. Moreover, a model based on those para-
meters shall overcome shortcomings represented by bottom-up
modeling, on which reductionist approach usually relies. We strive
to identify control parameters that drive the system to instability
when approaching their critical values, and the resultant changes in
the order parameters that correspond to the major physical mod-
ifications in the system under study.

The relevance of control parameters, usually belonging to
description levels higher than the molecular one, has recently
been vindicated by studies showing that cancer can be “reversed”
through physical manipulation of the microenvironment [19]. For
instance, it has been demonstrated that cell fate commitment in
microgravity is largely dependent on the removal of physical (i.e.,
gravity) constraints [20]. Overall, such data strongly indicate that
the stochastic nonlinear dynamics governing processes at the
molecular level can be efficiently and deterministically “con-
strained” and “ordered” by higher biophysical cues. The classical
principle of causality is herewith addressed by taking into consider-
ation those higher factors driving the system dynamics, hence
recognized as control parameters, including external chemical sti-
muli, physical forces, environmental constraints, and so forth.

Therefore, our central hypothesis is that the phenotypic transi-
tion may be described as a dynamical phase transition by consider-
ing only few system parameters and according to a multiscale
approach. That model would allow capturing the critical points of
the whole process to which further focused investigations are likely
to unveil pivotal targets, eventually useful for therapeutically effi-
cient intervention. The ultimate goal is to obtain a physico-
chemical description of cell transition that could be translated
into carcinogenesis studies, as cancer can be considered a “develop-
mental process gone awry” [21].

1.3 Epithelial-

Mesenchymal

Transition

as Metastable State

Cells undergoing a phenotypic switch need preliminarily to enter
into a metastable state, thus “destabilizing” their previous stable
differentiated state. This destabilization is consistent with a first
order critical transition, since suddenly opening access to new stable
states—evoking a tipping point in the terminology of catastrophe
theory [22, 23]. In correspondence to these points, the system
experiences a wide fluctuation of many inherent parameters, includ-
ing gene expression patterns [24].

A paradigmatic case in point is represented by the Epithelial-
Mesenchymal Transition (EMT). Epithelial cells normally interact
through specialized structures—mainly relying on E-cadherin-
based “bridges”—as well as with basement membrane via their
basal surface, thus being distributed within the surrounding space
in a characteristic (fractal) manner. EMT is the biological process
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allowing such polarized cells to undergo multiple biochemical
and/or structural changes that enable them to assume a mesenchy-
mal cell phenotype, which includes enhanced migratory capacity,
invasiveness, elevated resistance to apoptosis, and greatly increased
production of Extra-Cellular Matrix (ECM) components [25].

This transition occurs in a sufficiently dense population of cells
(refer to Subheading 2.2) and involves the replacement of one
group of cells—which originally adhere to each other forming a
differentiated tissue—by another group of cells characterized by a
highly heterogeneous and more motile aggregate. As such, EMT is
a system process given that it is usually referred to a cell population
sample, and can be assessed only at this level. Therefore, from a
conceptual point of view, a Systems Biology approach is required to
properly investigate EMT dynamics.

The transition from epithelial- to mesenchymal-cell character-
istics encompasses a wide spectrum of inter- and intra-cellular
changes, also involving the relationship among cells and with
their microenvironment, thus representing a true modification of
the whole system. It is remarkable that such transformation is
reversible under specific environmental constraints, and it should
be considered like a phase transition compatible with a mathemati-
cal formalization exhibiting a hysteresis loop (see Fig. 1a).

Indeed, the reverse process, known as Mesenchymal-Epithelial
Transition (MET), has also been reported [26], and promising
studies on the “beneficial” effects of some external stimuli for
inducing MET are in progress (see Fig. 2). Additionally, the recent
discovery that MET is required for transforming somatic cells into
pluripotent stem cells suggests that the intersection between EMT
and MET is a fundamental crossroad for cell fate decisions [27].

Although such processes involve an overwhelming number of
molecular factors and cellular structures [25], at the mesoscopic
level a discrete number of parameters suffices for depicting the
transition. Those parameters, mostly relying on (quantitative)
changes entailing cell morphology and its dynamical relationships
with the neighborhood, can be suitably considered as order
parameters.

In this report, we aim at illustrating a methodological pathway
for the phenomenon of phase-space transitions during cell fate
specification, when a system passes from a stable state to another
through a metastable bridge, having in mind the paradigmatic case
of the EMT and MET. In that context, Mathematical Modeling
provides an inherent texture for reality with the specific target of
nonlinear dynamics of diffuse information systems [28]. Also it is
required to formalize external fields and boundary conditions
which are determinant for the system dynamics, and to appreciate
subtler system variations to predict more sophisticated behaviors
(symmetry breaking, equilibria transition, etc.). Mathematical
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Modeling may ultimately help recognizing critical factors and steps
in promoting tumor reversal.

Two methodological directions are conceivable. Firstly, applied
mathematics for identifying and measuring the attractor manifolds
for different equilibria by extrapolating information from experi-
mental data. In that respect, the mathematical formulation of the
biological problem helps in facilitating measurement quantifica-
tions rather than its qualification. Secondly, real-time multi-scale
modeling to give evidence of phenomena with cumulative effects,
for example models with memory terms and search for precursive
factors to phase-space transitions. That approach can be performed
at all description levels, from cells to organs passing through tissues,
in order to induce medical actions starting from the theoretical
analysis of precursive factors before the system moves too far from

stable state B
(pre-cancer)

stable state A
(normal)

metastable stage

MET

EMT

a

b

Fig. 1 The EMT-MET schema. (a) Inflammatory stimulus and myo-Ins treatment
effects on the EMT-MET process. (b) An intermediate metastable state is
necessary to accomplish a phase transition
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the healthy (stable) equilibrium (see Fig. 1b). It is worthwhile
stressing that a stable dynamics should not be confused with a
system in a stationary stable phase (namely, when nothing signifi-
cant happens). Indeed, the former may anyway undergo a wide
range of fluctuations without losing its stability. This means that a
stable dynamics is characterized by resilience (robustness) with
respect to external perturbations, given that it is located in the
manifold of a stable attractor. On the contrary, a stationary stable
system lies in a phase where no apparent dynamical changes occur.

Mathematical Modeling is asked to develop criteria to guide the
interpretation of the observations in making “causes” and “effects”
to raise from experiments (see Fig. 3). One wishes to identify lower
order changes that are precursory to phase transitions inside the
biological systems. In fact, identifying the metastable state during a
complex biological process is a challenging task, because the state of
the system may show neither apparent changes nor clear phenom-
ena before a critical transition. Therefore, recognizing specific steps
by means of additional mathematical variables which vary gradually
could help, not only in identifying markers of transformation for
early diagnosis, but also in determining drug targets.

The interaction between Systems Biology and Mathematical
Modeling would have no hope of generating a virtuous circle, if
not for the emergence of a new actor on stage: the computer. The
performance development of modern computers has permitted to
test models even remotely approachable in the past, through

Fig. 2 Phenotypic reversal through myo-Ins-induced MET; schematic cell shape profiles are depicted as
extracted from images, highlighting changes occurring during phenotypic transition

102 Chiara Simeoni et al.



suitable numerical implementations [29]. By means of numerical
algorithms, mathematical models so complex that they are not
amenable of any rigorous analysis can be handled. In the biological
field, we come even to coin a third experimental type class, adding
to the experiments in vivo and in vitro also those in silico, with
specific reference to computer simulations.

2 Material and Methods

2.1 The Experimental

Setting

The experimental model is constituted by normal breast cells
(MCF10A) that are exposed to micromolar concentrations of
Transforming growth factor-β (Tgf-β), a well-known pro-inflam-
matory molecular effector [30]. As a result, MCF10A cells undergo
a clear EMT within about 5 days—although preliminary effects can
be appreciated already after 24–48 h—by modifying their shape,
the cytoskeleton architecture, the degree of inter-cellular relation-
ships (with a significant reduction in E-cadherin based junctions),
as well as their motility striving to occupy any available space (see
Fig. 2). The Tgf-β-induced EMT should be considered a precursive

Real World
Problem

Simplify

Interpret Abstract

Physical System =

= observed (past or/and future) data

= verify past behavior, predict future,
modify models to address inaccuracies, ...

= comparison with
experimental data

= numerics, data
mining, statistics, ...

Calculate

Simulate Program

Real
Model

Conclusions Mathematical
Model

Computer
Model

Fig. 3 Mathematical Modeling pathway for adaptive design of biological
experiments
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step towards full transformation into fibrosis or an even worse
(cancer) phenotype [31].

On the other hand, EMT is still a reversible process, which also
exhibits an “intermediate” metastable state, that can be switched
backward by appropriate changes in the control parameters.
Indeed, by adding myo-Inositol (myo-Ins) treatments, the Tgf-β-
induced EMT is almost reversed into a MET within 24–48 h (see
Fig. 1a).

In what concerns the technical aspects of cell culture and
reagents, the MCF10A breast cells line was purchased from the
American Type Tissue Culture Collection (ATCC) and then
cultured in a DMEM/F12 medium supplemented with 5% horse
serum, 10 μg/mL insulin, 0. 5 μg/mL hydrocortisone, 20 ng/mL
EGF and 100 ng/mL cholera toxin. The cells were accompanied by
100 IU/mL penicillin and 100 μg/mL streptomycin, and kept in
5% CO2 and humidified atmosphere at 37 ∘C. Recombinant
human Tgf-β1 was purchased from PeproTech and myo-Inositol
was obtained from Lo.Li.pharma. About 3000 cells/well were
originally plated, in a complete medium, onto micro cover glasses.
Once at sub-confluent concentration, the cells were treated with
1 μL/mL of Tgf-β1. After about 5 days, during which EMT
occurred, the cells were stimulated with 4 mM of myo-Inositol
for 24 h. As regards immunofluorescence, cellular morphology
and F-actin ultrastructure have been investigated by adding phal-
loidin (Alexa Fluor 488) staining after cellular fixation with 4%
paraformaldehyde and membrane permeabilization with ethanol
and acetone in 1:1 ratio, and then visualized through confocal
microscopy.

2.2 Control

Parameters

According to our experimental setting, cell-phase transition is trig-
gered by twomolecular signaling factors, acting essentially in oppo-
site ways: Transforming growth factor-β is a well-known inducer of
EMT, while myo-Inositol has recently been demonstrated to be
capable of inducing MET, thus counteracting the EMT opposite
transformation [32].

The myo-Ins, a cyclic carbohydrate with six hydroxyl groups, is
among the oldest components of living beings, undergoing com-
plex evolutionary modifications ultimately leading to the current
multiplicity of functions for Ins-containing molecules in eukar-
yotes [33]. While myo-Ins has no effect on normal (stable) cells,
it significantly inhibits EMT in cells exposed to pro-inflammatory
stimulation, as such provided by Tgf-β. This finding clearly suggests
that myo-Ins effects start becoming apparent only at the bifurcation
point, where the system undertakes the phase transition through a
metastable state, near to symmetry breaking points [34].

Therefore, according to the formalism of phase-space transi-
tions, both Tgf-β and myo-Ins can be managed as control
parameters.
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The cell density should also be considered an “environmental”
constraint. Indeed, experiments performed at different densities
typically exhibit significant differences in terms of their
results [35]. Changes in the cell density may actually influence
cell-to-cell adhesion (thus modifying the overall connectivity of
the cell population), stiffness and tensegrity response of the cell
cluster (by modulating the mechano-transduction of a number of
biophysical cues), and ultimately the shape acquired by cells [36].

2.3 Order

Parameters

As we have previously discussed, order parameters are measurable
physical observables that allow representing the biological phe-
nomenon. At the mesoscopic scale, a careful examination of the
Tgf-β-induced EMT makes possible to extract a few key order
parameters, which characterize crucial aspects of the experiments,
including:

l Downregulation of E-cadherin (with reduced density values
along the membrane border). Indeed, E-cadherin downregula-
tion is a hallmark of the EMT and it constitutes a pre-requisite
for cells committed towards transformation [37]. E-cadherin
parameter evaluation epitomizes how different levels of observa-
tion are interconnected each other: on one side, E-cadherin can
be quantified as an inter-molecular parameter (concentrations
measured by western-blot assay within the cells); on the other
side, E-cadherin distribution in discrete regions inside the cell
can be appreciated by confocal (quantitative) microscopy, thus
permitting its understanding as structural element. The combi-
nation of both these methods allows assessing the functional
meaning of even subtle E-cadherin fluctuations. In addition,
the correlation of raw E-cadherin concentration data with its
specific localization inside the cell (in the membrane or cytosol
domain) could actually provide the link between the sought
molecular and structural levels of observation.

E-cadherin also participates, altogether with a number of
other factors, in the formation of cellular adhesion structures. In
particular, its downregulation is responsible for reduced number
of cell-to-cell adhesion foci experimentally observed [38]. Reduc-
tion in structural inter- and intra-molecular characteristics is
among the most relevant cues that inhibit the constitution of a
tissue and promote cells scattering in the available space.

l Shape changes and fractal dimension. Modification of the cell
form usually entails the loss of apical-basolateral cell polarity,
ultimately leading to substrate detachment. Cells detached from
the substrate, as well as from their neighboring, are free to
acquire new configurations and skills, including motility (see
Fig. 4). Cell shape can be quantitatively assessed by means of a
fractal approach and, in particular, fractal dimension (FD) is a
well-suited marker of cell malignancy and motility [39].
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Moreover, the fractal dimension epitomizes the morphologi-
cal complexity of the overall cell system, by referring to the
minimal required information for its description [40] and, at
the same time, it allows to directly tackling the problem of
multiple hierarchical levels. However, although the fractal
dimension usually provides an indirect measure for the system
entropy values, as extracted from quantitative morphological
analysis, in the present context this value should not be confused
with the internal entropy of the cell population.

In general, quantitative assessment of even subtle morpho-
logical changes has been proven to be predictive of further cell
fate differentiation. In this respect, high-throughput time-lapse
microscopy is a powerful tool for studying cell differentiation
and bright-field imaging has been used to track and reconstruct
cellular genealogies, namely through fluorescence-based recog-
nition of molecular lineage markers [41]. However, molecular
lineage markers are only available for few specific cell types, that
are often already differentiated, thus hindering the early identi-
fication of differentiating cells. On the other hand, a few
attempts have already been made to extract and exploit the
information embedded in confocal microscopy images for pro-
spective detection of lineage commitment.

l Cytoskeleton rearrangement and stress fibers. The cytoskeleton
(CSK), especially through F-actin remodeling, promotes both
new shape configurations and selective activation of a number of
genetic and biochemical pathways. Overall, changes in CSK can
be appreciated by means of an integrated parameter, named
coherency, that extracts the relative strength of the edges of
structures compared to their surroundings. Therefore, it should
be considered like a measure of “the global alterations in the
organization of the F-actin” [42].

Appearance of stress fibers is quantitatively assessed, as for
other CSK components, through confocal microscopy. Stress
fibers have been shown to play an important role in cellular

Fig. 4 Parallel changes in cell shape and phenotypic plasticity highlighting how the more migrating/invading
cells display higher fractal dimension
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contractility, migration and invasiveness, especially during
EMT [43]. This process ultimately ends up in the emergence
of filopodia and pseudopodia, indicating increased motility and
invading capacity (see Fig. 5). These structures are mechanisti-
cally linked to CSK and to the cell membrane, allowing cells to
perform many specialized functions (invasion of the ECM,
motility, exploration of the surrounding space).

An important fact is that the aforementioned parameters are
“independent” each other, and they cannot be replaced from one
another. Yet, they are not exclusive given that various order para-
meters, tightly correlated with the same features we are looking at,
could have been also taken into account (refer to Subheading 4,
Note 1) and shall further be incorporated for improving the Math-
ematical Modeling.

It is worthwhile stressing that, in our experimental setting,
normal cells in culture are usually “confined” into clusters and
they do not display significant spreading. Moreover, during the
first 24–48 h of culture, the mitotic and apoptotic rates do not
change significantly, so that the cell density (cells per area) can
reliably be considered as fixed. Together with the fact that density
influences in a crucial way the experimental development, this
justifies its role as control parameter.

Fig. 5 Different CSK configurations supporting distinct cell phenotypes
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3 Modeling

3.1 The

Mathematical

Framework

Next, we attempt at listing crucial features of the mathematical
model to reproduce the biological problem described above.

l ODEs and time-discrete approximation. The experiments are
essentially time-dependent, and changes of the distribution of
cells in space and number (density) could be considered con-
stant, at a first modeling stage. That assumption would be
satisfied in agreement with the experimental conditions we set
for our model, in particular low values of fetal bovine serum
(FBS) added to the culture medium (refer to Subheading 4,
Note 2). Indeed, low FBS concentration implies that cells are
only minimally stimulated, and thus display negligible growth
rate and migratory capabilities.

Therefore, the mathematical models are constituted by sys-
tems of Ordinary Differential Equations (ODEs) with the even-
tual presence of stochastic terms [44]. In addition, time-discrete
approximations could be developed, in order to perform numer-
ical simulations for comparison with the experimental data (refer
to Subheading 4, Note 3). As a matter of fact, since the evalua-
tions of the biological process are typically conducted at discrete
time instants, one could also directly formalize time-discrete
models (i.e., recurrence equations) from which appropriate
ODEs are deduced by taking times-continuous limits [45].

l Space dependency. Nevertheless, space dependency is relevant:
since our target is to “revert” potentially malignant cells earlier,
before they acquire a migrative and invasive phenotype, the
space rather plays the role of an external parameter in the sense
that important properties of the cell population manifest a space
dependency (density, lacunarity, critical malignant features, etc.)
although without transport terms and/or spatial gradients.

Moreover, the experimental setting presupposes initial con-
ditions with cells uniformly distributed and synchronized over
the culture support, but however slight differences in the cell
cycle cannot be avoided, and thus space inhomogeneities have to
be taken into account.

l Slow–fast dynamics. The transition time for EMT and MET is
typically very short with respect to the overall lifetime of the
biological system. This translates into the fact that the
corresponding mathematical model should exhibit a slow–fast
decomposition [46].

More precisely, we require that the differential equations
incorporate a small parameter τ � 0 governing the time-scale,
so that, for infinitely small values of such parameter, namely as τ
! 0+ (the so-called singular perturbation limit), we recover the
qualities of a first order phase transition. A major consequence of
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this approach is that the ODEs system still hold for strictly
positive values of the time-scale parameter, hence providing a
reliable description also for second order phase transitions with
τ≩0.

l Multi-scale approach. Phase transitions are described by means of
a multi-scale model. Some observable parameters are actually
averages of microscopic quantities and can be further mirrored
by the behavior of lower order parameters. Within its general
structure, our mathematical formalization does not restrain
from taking into account genetic or other microscopic factors
(GRNs, for example). Systems Biology considers external forces
which are integrated to the various levels for having effects on
the cells, then the feedbacks inside the system are essential
ingredients for adequate models. Several mathematical strategies
allow to relate passages from different space-time levels and
different scales can be effectively included: hydrodynamical lim-
its from cells to tissues, integro-differential equations for mem-
ory terms and non-local issues, and asymptotic analysis, among
others.

l Entropy and fractal analysis. In biological systems, fluctuations
in the amount of entropy can be equated, at a first glance, to
variations of the Gibbs free energy. In turn, changes in entropy
values can be tracked by evaluating modifications in the fractal
properties of the cell system [47, 48]. Various formulae for the
fractal dimension of biological systems are in fact defined based
on entropy functions [49]. It is worth recalling that entropy
evaluation always depends on the scale of measurement, thus
resulting in uncertainty, whilst the fractal dimension is indepen-
dent of (discrete) measurement scales.

From a mathematical point of view, we aim at identifying a
global (space- and time-dependent) function, the so-called Lya-
punov functional, accounting for the overall “stress” of the
dynamical process [6], and try to determine the points where
this function experiences a symmetry breaking so that the system
starts transiting towards metastable states (refer to Subhead-
ing 1.3). The variational analysis of auxiliary quantities different
from the order parameters, which have eventually varied when
the system leaves an equilibrium, would provide the precursive
signature of a phase-space transition.

3.2 Formal Equations Let us consider the vector (i.e., collection) of physical variables V ¼
(E, F, C), where E, F, C stand for system-averaged values of
E-cadherin, fractal dimension, and coherency, respectively. We
assume that the dynamics of the cell system is justly characterized
by the time evolution of these quantities. The choice of those order
parameters for reproducing the biological experiments is not
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exclusive, and the same mathematical formalism could also be
adopted for other observable quantities (refer to Subheading 4,
Note 1).

Then, the experimental setting is translated into a set of first
order ODEs for the instantaneous time variation of the order
parameters, which is denoted by

dV

dt
¼ dE

dt
,
dF

dt
,
dC

dt

� �
and should be interpreted as time-derivative in mathematical
language.

For time t varying between 0 and about 5 days (starting and
ending of the biological experiment), the differential model reads

dV

dt
¼ Φ V ; Sð Þ ð1Þ

for some (vector-valued) structural function Φ ¼ Φ1,Φ2,Φ3ð Þ
describing the biological mechanism underlying the dynamical
process, and with S representing the external stimuli (i.e., control
parameters), that include inflammatory factors, myo-Ins, cell den-
sity, physical constraints, and other eventual terms. Equation 1 can
be rewritten in scalar components as

dE

dt
¼ Φ1ðE,F ,C; SÞ

dF

dt
¼ Φ2ðE,F ,C; SÞ

dC

dt
¼ Φ3ðE,F ,C ; SÞ

8>>>>>><
>>>>>>:

ð2Þ

and it must be complemented with appropriate initial conditions
E(0) ¼ E0, F(0) ¼ F0 and C(0) ¼ C0 to be deduced from the
experimental measures for E0, F0, and C0. On the other hand,
since S embodies the control parameters, it should be considered
as a known function which may be constant or rather time- and
space-dependent (for example, if growth factors or treatments are
administered at specific discrete temporal instants or/and in a
spatial non-homogeneous way to the population of cells).

Concerning the space dependency, we choose a two-dimensional
reference domain Ω � ℝ2 corresponding, for example, to a Petri dish
or any technical support where the cell culture is analyzed (see
Fig. 6). In principle, similar statements hold in the physical three-
dimensional space.

Due to the high number of cells involved in the biological trials,
a tissue-like behavior emerges for the whole system, and thus the
hypothesis of a space-continuous description is pertinent. Hence,
system-averaged values of E, F, andC can be defined in terms of the
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corresponding cell-related “densities” as the following spatial
integrals

EðtÞ ¼ 1

j Ω j
Z
Ω

eðt , xÞ dx,

F ðtÞ ¼ 1

j Ω j
Z
Ω

f ðt , xÞ dx,

CðtÞ ¼ 1

j Ω j
Z
Ω

cðt , xÞ dx,

ð3Þ

with jΩj denoting the area of the experimental domain. Here, for
time t � 0 and position x∈Ω, the functions e, f, and c describe the
density of E-cadherin, fractal dimension, and coherency, respec-
tively, and they are introduced to take into account the microscopic
features of the cell system.

This constitutes a first instance of multi-scale approach since
different levels of observation—specifically, from cells to tissues—
are mathematically related. Indeed, a model similar to Eq. 2 can be
formulated also at the microscopic scale, namely

de

dt
¼ φ1ðe, f , c; SÞ

df

dt
¼ φ2ðe, f , c; SÞ

dc

dt
¼ φ3ðe, f , c; SÞ

8>>>>>><
>>>>>>:

ð4Þ

so that the macroscopic equations 2 are recovered through space-
averaged integrals Eq. 3 provided that the structural functions φ1,
φ2, and φ3 in Eq. 4 are properly designated. Although intrinsically
coherent with a multi-scale framework, such procedure could be
extremely intricate to be performed in practical cases, especially
when the control parameters S are space-dependent. Nevertheless,
unlike the global/macroscopic order parameters E, F, and C which
are naturally defined for the whole system by extracting informa-
tion from the corresponding local/microscopic densities e, f, and
c (refer to Subheading 2.3), the control parameters S are more

Fig. 6 Two examples of cell culture plates. (a) A circular Petri dish. (b) A squared Petri dish
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efficiently established directly at a higher order (i.e., mesoscopic)
level, without the necessity of moving down to the microscopic
scale. Obviously, that strategy does not exclude from considering
the microscopic processes induced on the cells by the presence of
those external stimuli—including genetic expression, physical and
chemical molecular forces—by formulating explicit forms for φ1,
φ2, and φ3 in Eq. 4, but this is not mandatory for the success of our
approach.

The minimal requirement for the vectorial model Eq. 1 or,
equivalently, for its component-wise version Eq. 2 to represent an
acceptable candidate for modeling EMT processes is that they
display three stationary solutions, two stable states, and one unsta-
ble/metastable state (see Fig. 1). This forces the function Φ and its
components Φ1, Φ2 and Φ3 to satisfy some essential structural
conditions, in order to ensure that

ΦðV ; SÞ ¼ 0 , V∈fA,B,Mg for any S ð5Þ
or, equivalently,

Φ1ðE,F ,C ; SÞ ¼ 0

Φ2ðE,F ,C ; SÞ ¼ 0

Φ3ðE,F ,C ; SÞ ¼ 0

8><
>: , ðE,F ,CÞ∈fA,B,Mg for any S ð6Þ

for some (distinct) vectorsA¼ (EA, FA, CA), B¼ (EB, FB, CB) and
M ¼ (EM, FM, CM) corresponding to biologically relevant
equilibria.

Additional conditions guaranteeing stability for A and B, and
metastability for M, have also to be satisfied (refer to
Subheading 3.3).

Since the equilibrium system Eqs. 5–6 is multi-dimensional,
the phase-space exhibits a non-trivial geometrical landscape (see
Fig. 7), and transitions can occur with sudden change of values
concerning only some variables (like for contact discontinuities in
continuum physics [50]).

3.3 A Tutorial

Example

We consider a simplified model consisting of a (nonlinear) system
with two coupled first order ODEs for the variables u and w, that is

τ
du

dt
þ u ¼ w,

dw

dt
þ w ¼ λg uð Þ, ð7Þ

where the external constraints are given by constant parameters τ, λ
> 0 and g is a known structural function whose properties are
detailed later on. In comparison with the general model Eqs. 1–2,
order and control parameters correspond to V ¼ (u, w) and S ¼
(τ, λ), respectively, and
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Φ1 u,w; τ, λð Þ ¼ 1

τ
w � uð Þ, Φ2 u,w; τ, λð Þ ¼ λg uð Þ � w: ð8Þ

We attempt at formulating a hypothetical interpretation of the
dynamical process Eq. 7 in terms of biological observations, assum-
ing that u represents E-cadherin boundary values and w stands for
the coherency, which is connected with relative E-cadherin density
values along the membrane border with respect to its overall con-
centration. Then, the specific expression for Φ1 encodes the fact
that u—describing the E-cadherin boundary distribution of the cell
population—tends to conform to the behavior of w—accounting
for the system coherency—in a (typically fast) time-scale of order τ.
Similarly, the expression forΦ2 entails the convergence of w towards
λg(u) in a (slower) time-scale of order 1.

According to the abstract calculations in Eqs. 5–6, that now
translate into

Φ1ðu,w; τ, λÞ ¼ 0

Φ2ðu,w; τ, λÞ ¼ 0

�

for the specific functions Eq. 8, the stationary solutions to Eq. 7 are
given by the points (u, w) which are located at the intersection of
the curves

w ¼ u and λgðuÞ ¼ w ð9Þ
laying on the phase-plane (i.e., the two-dimensional projection of
the phase-space). As a consequence, the set of equilibria for the
dynamical system Eq. 7 is characterized, for any fixed λ > 0, as the
zeros of the function (see Fig. 8b)

Fig. 7 Hypothetical three-dimensional space-phase diagram depicting the performance of order parameters
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hðu; λÞ :¼ u � λgðuÞ
and the stability properties are deduced by analyzing its first order
derivative (namely, the first order variation of h with respect to u),
that is

dh

du
u; λð Þ ¼ 1� λ

dg

du
uð Þ: ð10Þ

Actually, for the particular case of system Eq. 7, this approach is
equivalent to the standard spectral analysis (refer to Subheading 4,
Note 4). More precisely, if the derivative dh

du u; λð Þ is positive, the
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Fig. 8 The graphs of the structural functions g and h. (a) A typical S-shaped function g with p¼ 1 andℓ¼ 1. (b)
The corresponding function h for distinct values of λ (λ ¼ 1 dashed, λ ¼ λc ¼ 1. 75 dotted, λ ¼ 2 continuous)
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equilibrium is stable; otherwise, if it is negative, the equilibrium is
unstable/metastable. Under the assumption that g is
non-decreasing (namely, dg

du uð Þ � 0 for any u) and such that

g 0ð Þ ¼ dg
du 0ð Þ ¼ 0, the origin of the phase-plane (u, w) ¼ (0, 0) is

a solution to Eq. 9 and, moreover, it is a stable equilibrium because
dh
du 0; λð Þ ¼ 1 for any λ > 0 from Eq. 10.

In terms of biological experiments, the stationary state (0, 0)
satisfying the above conditions could be associated with the original
(unperturbed) phase of the system (normal cells). Besides, due to
the nonlinearity of the function g, the mathematical description
Eq. 7 also incorporates the existence of other biological equili-
bria—different from (0, 0)—corresponding to further phases of
the cell system during EMT or/and MET (refer to Subhead-
ing 1.3). Indeed, according to Eq. 9, any eventual subsequent
intersection between the curve w ¼ λg(u) and the straight line
w ¼ u gives raise to additional equilibria, alternating stable and
unstable/metastable states in the case of simple zeros of h (which
occur under the generic assumption that h(u; λ) ¼ 0 implies
dh
du u; λð Þ 6¼ 0, that is the so-called transversality condition).

Then, we conjecture that g behaves like an S-shaped function,
meaning that g is convex in the interval (0, p) and concave in its
complement ( p, +1) for some p > 0, and its values are bounded
from above, so that g(+1) ¼ ℓ for some threshold ℓ > 0 (see
Fig. 8a). Therefore, two distinct ranges of values for the control
parameter λ can be considered, leading to quite different emerging
scenarios (see Fig. 8b) classified as follows:

l small λ, corresponding to a unique equilibrium, given by
(u, w) ¼ (0, 0);

l large λ, that is consistent with the presence of three intersection
points (i.e., equilibria).

These two regimes are separated by a (non-generic) critical
value λ ¼ λc > 0 which produces only two distinct equilibria.

In view of the previous analysis, one infers that model Eq. 7 is,
at the same time, minimal and reliable. Indeed, small values of λ
(i.e., λ < λc, see Fig. 9a) illustrate a biological situation where the
external physical constraints—for example, inflammatory factors or
myo-Ins treatments—are too weak for determining any phase tran-
sition, hence the system remains in its original (healthy or
pre-cancerous) configuration. On the other hand, for large λ (i.e.,
λ > λc, see Fig. 9b) the mathematical system supports phase transi-
tions alternating stable and metastable states, and the possibility of
simulating EMT or/and MET with the typical “destabilization
mechanism” introducing a metastable state (refer to Subhead-
ing 1.3). The importance of identifying, and also quantifying, the
critical threshold λc appears, in particular, when medical actions
have finally to be undertaken, because the control parameters can
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be adjusted to predictively regulate the system response. It is
worthwhile noticing that multiple equilibria could be generated
by assuming other forms for the function g, thus allowing to
establish effective mathematical models for reproducing a wide
variety of biological dynamics.

The fast-dynamics of Eq. 7 is described by a new time variable
s related to the old one t by the relationship s ¼ t/τ, which
corresponds to the following differential equality for the instanta-
neous time variation:
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Fig. 9 Relative positions of the straight line w¼ u (dotted) and the curve w¼ λg(u) (continuous) corresponding
to different values of λ. (a) Case λ ¼ 1 < λc with p ¼ 1, ℓ ¼ 1. (b) Case λ ¼ 2 > λc with p ¼ 1, ℓ ¼ 1
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d

ds
¼ τ

d

dt
:

This procedure consists in rescaling the time variable in order to
zoom in on the system process during the first temporal period.
Passing from t to s, the system of ODEs becomes

du

ds
þ u ¼ w,

dw

ds
þ τw ¼ τλg uð Þ,

and its limit as τ ! 0+ is formally given by

du

ds
þ u ¼ w,

dw

ds
� 0: ð11Þ

The second equation in Eq. 11 does trivially express the fact that
w is, at first glance, independent of s (i.e., constant). Therefore, the
corresponding approximated solutions to Eq. 11 are

du

ds
þ u � w0, w � w0,

and, by applying classical results on explicit solutions to linear
ODEs [51], one ultimately obtains

uðsÞ � w0 þ ðu0 � w0Þe�s , wðsÞ � w0,

for some initial conditions u(0) ¼ u0 and w(0) ¼ w0. Finally, in a
fast time-scale (s ! þ1 or, equivalently, τ ! 0+) the solution gets
closer and closer to the straight line w¼ u. The “fate” of the system
is not yet decided, but it appears to be dictated only by the variable
u, whose dynamics is determined at a slower time-scale. Coming
back to Eq. 7 and putting formally τ ¼ 0, we deduce that the slow
dynamics is described by the reduced system

u ¼ w,
dw

dt
þ w ¼ λg uð Þ, ð12Þ

which corresponds to the scalar equation

du

dt
þ u � λg uð Þ ¼ 0: ð13Þ

The characterization of the equilibria for Eqs. 12–13 and their
stability analysis is precisely what has been performed above, recal-
ling that h(u; λ) ¼ u �λg(u).

A remarkable fact is that system Eq. 7 possesses an alternative
representation consisting of a single second-order differential equa-
tion, which can be obtained by differentiating the first equation
of Eq. 7 with respect to time t and taking advantage of the second
equation, so that
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τ
d2u

dt2
þ du

dt
¼ dw

dt
¼ λg uð Þ � w,

and then first equation is used again to obtain

τ
d2u

dt2
þ 1þ τð Þ du

dt
þ u � λg uð Þ ¼ 0, ð14Þ

which is known as the one-field equation. Multiplying Eq. 14 by the
first order derivative du

dt and applying the chain rule give

τ
d2u

dt2
du

dt|fflfflfflfflffl{zfflfflfflfflffl}
d
dt

τ
2

du
dtð Þ2

� �
þ 1þ τð Þ du

dt

� �2

þ u � λgðuÞf g du
dt|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl} ¼ 0,

d
dt

1
2
u2�λG uð Þf g

ð15Þ

where G denotes a primitive of g (i.e., a function such that
dG
du uð Þ ¼ g uð Þ for any u). Equation 15 shows the dissipative struc-

ture of the dynamics: indeed, this can be rewritten as

d

dt

τ

2

du

dt

� �2

þ 1

2
u2 � λG uð Þ

( )
¼ � 1þ τð Þ du

dt

� �2

, ð16Þ

where the quantity under the time-derivative has a negative varia-
tion, and thus decreases in time. Therefore, the term

τ

2

du

dt

� �2

þ 1

2
u2 � λG uð Þ

is a Lyapunov functional for Eq. 14, and thus it is designated for
being an intrinsecal entropy for the dynamical process (refer to
Subheading 3.1).

4 Notes

1. Order parameters. In principle, we could have chosen different
molecular parameters in the place of E-cadherin. However,
besides the specific relevance of E-cadherin during EMT, most
of these parameters cannot be considered as being independent
with respect to the E-cadherin. For example, the N-cadherin—a
paradigmatic marker of mesenchymal transformation—increases
or decreases exactly in opposite way to E-cadherin. Similarly, the
Focal Adhesion Kinases (FAK) or β-catenin membrane density,
are, in some way, related to the E-cadherin. By including these
parameters, no eloquent “information” would be further added
to the model.
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2. Cell culture protocols. Currently, a number of artifacts frequently
biases cell culture models. For instance, cells are typically
stressed by high concentrations of growth factors, which are
added to the culture medium to promote sustained prolifera-
tion. As a matter of fact, this “accelerated” growth regimen
could likely overcome regulatory loops by introducing into the
system an additional, unwarranted and usually overlooked, con-
trol parameter (i.e., external stimulus). Therefore, we
conditioned MCF10A cells growing in a medium supplemented
with low FBS levels (1%) to avoid undue metabolic and prolif-
erative consequences. Moreover, low-FBS regimen—without
impairing cell viability—kept cell density in a quasi-stationary
state for at least 24–48 h, with minimal change in cell popula-
tion count (refer to Subheading 2.3).

3. Numerical algorithms. Especially to reproduce the outcome of
in vitro experiments, it is pertinent to have recourse to scalar-
valued equations settled on a two-dimensional domain Ω � ℝ2

with regular boundary (see Fig. 6), although the approach devel-
oped in this report straightforwardly extends to systems in the
three-dimensional space. In order to perform numerical simula-
tions for comparison with the experimental data, time-discrete
approximations have to be developed, and spatial finite differ-
ences on staggered grids can be applied for dealing with the
space dependency [52, 53]. The Runge-Kutta method is partic-
ularly suitable for the numerical simulation of time-evolution
differential equations [45]. In general, time-implicit schemes are
quite computationally inefficient for complex problems and,
indeed, high-order Runge-Kutta time-integration solvers are
important tools for improving the resolution of explicit simula-
tions. On the other hand, the importance of designing spatially
compact difference operators is motivated by the requirement of
an optimal implementation in parallel computers [54, 55]. In
fact, since the nearest-neighbor communication standard is
extremely fast with the need of small amounts of local storage
in the sub-processors (as only few values are involved to update
the numerical solution at each grid point), even very large
models becomes feasible, thanks to the massive number of
threads especially in GPU-based computing devices [56]. For
the sake of completeness, we mention that a modern Cþþ
library for numerically solving ODEs is available at http://
www.odeint.com—which is compatible with running on
CUDA GPUs programming architecture through the Thrust
interface available at http://thrust.github.io

4. Linearized operator and spectral analysis. The dynamical sys-
tem Eq. 7 is nonlinear because of the presence of the nonlinear
term g(u) inside the second equation, which is responsible for
the existence of multiple non-trivial equilibria (refer to
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Subheading 3.2). The linearization at an equilibrium point
(u, w) gives a system for the first order perturbation (ξ, η) that is

dξ

dt
¼ 1

τ
�ξþ ηð Þ, dη

dt
¼ λ

dg

du
uð Þξ� η,

or, in vectorial form,

d

dt

ξ
η

� �
¼ 

ξ
η

� �
where the matrix

¼
�1

τ

1

τ

λ
dg

du
uð Þ �1

0
BB@

1
CCA

is known as the jacobian matrix. Spectral analysis is based on the
computation of the eigenvalues (and, specifically, on their sign) of,
which are the roots of the characteristic polynomial given by

pðμÞ :¼ detð� μI Þ ¼ �1

τ
� μ

� �
ð�1� μÞ � λ

τ

dg

du
ðuÞ

¼ μ2 þ 1þ 1

τ

� �
μþ 1

τ
1� λ

dg

du
ðuÞ

� �
:

ð17Þ

Denoting by μ1 and μ2 the zeros of the above polynomial, the
following representation holds

pðμÞ ¼ ðμ� μ1Þðμ� μ2Þ ¼ μ2 � ðμ1 þ μ2Þμþ μ1μ2,

and therefore, comparing with Eq. 17, we deduce that

μ1 þ μ2 ¼ � 1þ 1

τ

� �
, μ1μ2 ¼ 1

τ
1� λ

dg

du
uð Þ

� �
:

Recalling that dh
du u; λð Þ ¼ 1� λ dg

du uð Þ from Eq. 10, if dh
du u; λð Þ is

positive, the product μ1μ2 of the two roots is positive—indicating
that they have the same sign—and their sum μ1 + μ2 is negative—
indicating that they are both negative—so that the equilibrium
state (u, w) is stable. Complementarily, if dh

du u; λð Þ is negative, one
root is positive and the other is negative, consistently with the
appearance of a saddle point, or, in other words, a metastable
equilibrium. The above fact is a special form of the more general
Routh–Hurwitz criterion [57].
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5 Conclusions and Perspectives

Reproducibility of the results presented in this report has been
assessed by means of triplicate, independent experiments. Indeed,
Tgf-β induced EMT is always obtained after 5 days of treatment,
involving up to 90% of cells as recorded by molecular and morpho-
logical analyses. Similarly, myo-Ins induced MET occurs after 24 h
by involving up to 85% of transformed cells. In addition, the
analysis of the mathematical models may suggest new features for
the experimental setting, also by means of numerical simulations for
enlarged models obtained by adding terms, factors andmechanisms
which are further developments of the biological experiments. One
could also postulate auxiliary order parameters, for example math-
ematical derivatives of the principal functions, to earlier predict
phase transitions with the ultimate target of designing external
controls to prevent such transitions.

It is extremely important that mathematical models capture the
emergence of dynamics at higher levels, since the behavior of the
system is not merely the result of the collective evolution of its
isolate components, but it proceeds from the effect of (global)
constraints. This emphasizes the intrinsic limits of studying
biological phenomena on the basis of purely microscopic experi-
ments (indeterminateness of measurements, instantaneous time,
etc.) and, therefore, a multi-scale model (with some parameters
derived from the microscopic analysis) is better suited from a
methodological point of view. In that context, the so-called
emerging properties are interpreted as systemic averages of micro-
scopic behaviors (for example, the effects of the inositol on the
density of breast tissues has been measured before understanding its
microscopical chemical reactions).
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Chapter 8

Parameters Estimation in Phase-Space Landscape
Reconstruction of Cell Fate: A Systems Biology Approach

Sheyla Montero, Reynaldo Martin, Ricardo Mansilla, Germinal Cocho,
and José Manuel Nieto-Villar

Abstract

The thermodynamical formalism of irreversible processes offers a theoretical framework appropriate to
explain the complexity observed at the macroscopic level of dynamic systems. In this context, together with
the theory of complex systems and systems biology, the thermodynamical formalism establishes an appro-
priate conceptual framework to address the study of biological systems, in particular cancer.
The Chapter is organized as follows: In Subheading 1, an integrative view of these disciplines is offered,

for the characterization of the emergence and evolution of cancer, seen as a self-organized dynamic system
far from the thermodynamic equilibrium. Development of a thermodynamic framework, based on the
entropy production rate, is presented in Subheading 2. Subheading 3 is dedicated to all tumor growth, as
seen through a “phase transitions” far from equilibrium. Subheading 4 is devoted to complexity of cancer
glycolysis. Finally, some concluding remarks are presented in Subheading 5.

Key words Biological phase transition, Tumor growth, Entropy production rate, Dissipation
function, Metabolic rate, Fractal dimension, Glycolitic oscillations

Abbreviations

ATP Adenosine triphosphate
ATPase ATP-consuming processes
DPG 2-Phosphoglycerate
ENO Enolase
F6P Fructose-6-phosphate
G3P Glyceraldehyde-3-phosphate
GAPDH Gliceraldehyde-3-phosphate dehydrogenase
GLUT 1 and 3 Glucose transporters
HIF1 Hypoxia-inducible transcription factor
HK Hexokinase
HPI Hexose phosphate isomerase
Lac Lactate
MCT Monocarboxylate transporter
NADH/NAD+ Nicotinamide adenine dinucleotide
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NHE Exchanger NA+/H+

PFK-1 Phosphofructokinase type 1
PGK 3-Phosphoglycerate kinase
PYK Pyruvate kinase
Pi Inorganic phosphate
Pyr Pyruvate
ROS Reactive oxygen species
SNAIL Transcription factor
SP1 Transcription factor
TPI Triose phosphate isomerase

1 Why Is Systems Biology So Relevant to Cancer Studies?

General systems theory is about of the scientific exploration of
“wholes” and “wholeness” that, not so long ago, were considered
to be metaphysical notions transcending the boundaries of science.
Novel concepts, methods, and mathematical fields have recently
developed to deal with them. At the same time, the interdisciplinary
nature of concepts, models, and principles applying to “systems”
provides a possible approach toward the unification of science [1].

One of the theoretical foundations of Systems Biology is tightly
associated with the “Modern Systems Theory” which was signifi-
cantly influenced by two Austrian scientists, the biologist Paul
A. Weiss and the philosopher and theoretical biologist Ludwig
von Bertalanffy [2]. Toward the end of the 1960s, Bertalanffy
published the concept of a general systems theory, where one of
the key statements can be summarized as the following: “Biology is
autonomous and life itself cannot be reduced to disciplines in physics
or chemistry or to physico-mechanistic relationships. As consequence,
biology needs to be described from a differentiated and methodological
point of view, where integrative and holistic aspects play the key role”.
As a consequence of this view, Bertalanffy postulated the organismic
biology, describing the entity of biological units as a main feature
that, in its whole, is more than just the sum of all (single) units [2].

Efforts to define Systems Biology through a rational path
toward the integration of multidisciplinary, multi-hierarchical levels
of analysis have been disappointing. As a result, the concept of
“Systems Biology” remains as a somewhat nebulous idea [3].

In 2005, two principal streams can be recognized within Sys-
tems Biology [3]: The Pragmatic Systems Biology and Theoretical
Systems Biology. The first emphasizes the use of large-scale molec-
ular interactions (“omic” approach), aimed at building complex
signaling networks by applying mathematical modeling and thus
showing how cells make decisions based on the “information” that
flows through their networks.
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Otherwise, Theoretical Systems Biology, according to which
both theoretical and methodological approaches in biological
research must be radically changed. That statement has recently
been underscored [3]. Theoretical Systems Biology recognizes that
complex physiological and adaptive phenomena take place at
biological levels of organization higher than the subcellular
one [3].

We define systems biology as the study of complex interactions
in biological systems and the emergent properties that arise from
such interactions. In the field of cancer, systems biology aims at
developing an increasingly holistic view of cancer development and
progression [4].

A system-level understanding of a biological system can be
derived from insight into four key properties [5]:

1. System structures. These include the network of gene interac-
tions and biochemical pathways, as well as the mechanisms by
which such interactions modulate the physical properties of
intracellular and multicellular structures.

2. System dynamics. How a system behaves over time under
various conditions can be understood through metabolic anal-
ysis, sensitivity analysis, dynamic analysis methods such as phase
portrait and bifurcation analysis, and by identifying essential
mechanisms underlying specific behaviors. Bifurcation analysis
traces time-varying change(s) in the state of the system in a
multidimensional space where each dimension represents a
particular concentration of the biochemical factor involved.

3. The control method. Mechanisms that systematically control
the state of the cell can be modulated to minimize malfunctions
and provide potential therapeutic targets for treatment of
disease.

4. The design method. Strategies to modify and construct
biological systems having desired properties can be devised
based on definite design principles and simulations, instead of
blind trial-and-error. Progress in any of the above areas is
reviewed at [5].

We are therefore facing a significant intellectual challenge: how
to include chaotic and nonlinear, unpredictable processes into our
comprehension of Biology. This task will likely improve our under-
standing of complexity of the real world, no longer confined to
simplified and idealized phenomena. Systems Biology entails inves-
tigating phenomena in terms of how the objects are related, rather
than what their compositions are [3].

It has been emphasized by von Bertalanffy that, “according to
definition, the second law of thermodynamics applies only to closed
systems, it does not define the steady state.” The extension and
generalization of thermodynamical theory has been carried through
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by Prigogine. As Prigogine states, “classical thermodynamics is an
admirable but fragmentary doctrine” [6].

This fragmentary character results from the fact that it is appli-
cable only to states of equilibrium in closed systems. It is necessary,
therefore, to establish a broader theory, comprising states of non--
equilibrium as well as those of equilibrium. Thermodynamics of
irreversible processes and open systems leads to the solution of
many problems where, as in electrochemistry, osmotic pressure,
thermodiffusion, Thomson and Peltier effects, etc., classical theory
proved to be insufficient [6].

A living complex system is thermodynamically open and is
characterized by a nonlinear dynamics, allowing it to have a history:
this means that the present behavior of the system is in part deter-
mined by its past behavior. Such a system displays both sensitivity
and resilience (robustness) with respect to the perturbations
exerted by internal and/or external stimuli. In addition, living
systems are characterized by both local and long-range interactions
(non-locality), as well as by complex interactions between mole-
cules and structures that make their determination “non-separable”
(i.e., “entangled”), according to an analogy remnant of quantum
mechanics [3].

A systems biology approach using new modeling techniques
and nonlinear mathematics is needed to investigate gene-
environment interactions and improve treatment efficacy. A
broader array of study designs will also be required, including
prospective molecular epidemiology, immune competent animal
models, and in vitro/in vivo translational research that more accu-
rately reflects the complex process of tumor initiation and
progression [7].

Systems biology approaches are helping to understand the
mechanisms of tumor progression and design more effective cancer
therapies [4].

Cancer is a disease based on malfunctioning of the system
properties of parts of biology. We hence identify it as a Systems
Biology disease. Indeed, progress in cancer research toward cancer
therapy may develop faster if cancer is not researched only in terms
of Molecular Biology but rather in terms of Systems Biology [8].

Cancer is a heterogeneous and highly robust disease that repre-
sents the worst-case scenario of entire system failure: a fail-on fault
where malfunction components are protected by mechanisms that
support robustness in normal physiology [1, 2]. It involves hijack-
ing the robustness mechanisms of the host. The survival and prolif-
eration capability of tumor cells are robustly maintained against a
range of therapies, due to intra-tumor genetic diversity, feedback
loops for multidrug resistance, tumor–host interactions [9].

What is needed is to provide a conceptual framework able to
integrate some entrenched aspects, such as complexity, hierarchical
structured levels of observation, geometrical relationships,
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nonlinear dynamics, network modeling, influence of biophysical
constraints, operating on different scales, rather than solely focus-
ing on building numerical mathematical or computer models [10].

Cancer is systemic by nature and reductionist approaches have
failed to improve treatment and understanding substantially.
Despite the variability in the nature of diseases related to cancer, it
is expected that systems biology can make essential contributions to
[11]:

l The identification of early biomarkers for a noninvasive progno-
sis of tumor development.

l Personalized medicine by building computer models predicting
different stages of the disease.

l Improving treatment of later stages by comparing biochemical
networks and gene expression levels in primary tumors and
metastases [11].

Computational and mathematical approaches used in systems
biology are highly versatile; a few categories of general methodol-
ogies have emerged for specific purposes in cancer research. One
class is integrative statistical analysis of large-scale cancer multi-
omics and clinical data. These unbiased data-driven analyses have
identified key biological processes underlying cancer pathogenesis,
prognostic biomarkers, and predictive signatures for drug
response [4].

Another class is mathematical modeling of interaction networks
such as intracellular signaling pathways or extracellular crosstalk’s
between tumor and the microenvironment. These models have
proved useful at unraveling mechanisms of drug resistance and in
optimizing combinatorial targeted therapy. Furthermore, evolu-
tionary models that simulate tumor growth and progression have
provided important insights into the evolution dynamics of tumor
and have led to the discoveries of more effective dosing schedules.
Overall, the application of systems biology approaches has led to
substantial improvements in our understanding of cancer initiation
and progression and to the discovery and implementation of more
effective anticancer therapeutic strategies [4].

The cancer complexity has been probed at the genomic, pro-
tein, post-translational, and tissue levels [4]. The architecture of
signal transduction pathways is not where the complexity of cancer
ends. Being parts of the cell, signaling networks are affected by
additional levels of organization, for instance, as many proteins are
not uniformly distributed over the cell. Areas with high protein
concentrations might lead to macromolecular crowding and cause
steep spatial gradients of activated signaling proteins. Numerous
interactions at the supra-cellular level make the cancer system even
more complex [8].
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2 Thermodynamics Framework

From the formalism of the classical thermodynamics [12] entropy
production can be evaluated through the variation of Gibbs’s free
energy dGTp when the system evolves subjected to the constraints
the temperature T and the pressure p constants as

δSi ¼ �1

T
dGTp ð1Þ

The temporal variation of the expression of Eq. (1) represents
the entropy production rate as

δSi
dt

¼ �1

T

dGTp

dt
ð2Þ

where δSi
dt � _Si represents the entropy production rate. The term

dGTp

dt
can be developed by means of the chain rule as a function of the
degree of advance of the reaction ξ as

dGTp

dt
¼ ∂G

∂ξ

� �
Tp

dξ

dt
ð3Þ

where ∂G
∂ξ

� �
Tp
, according to De Donder and Van Rysselberghe

[13], represents the affinity A ¼ � ∂G
∂ξ

� �
Tp
, and the term dξ

dt is the
reaction rate _ξ.

The rate of entropy production (Eq. 3) can be written as

δSi
∂t

¼ _Si ¼ 1

T
A _ξ ¼ �1

T
ΔG _ξ ð4Þ

where A ¼ � ΔG. The affinity A can be evaluated from the iso-
therm of the reaction [14] by the equation

A ¼ RT lnKC �RT
Xk
i¼1

νk lnCk ¼ RT ln
KC

∏Cνk
k

� �
ð5Þ

where KC ¼ kf
kb

is the Guldberg-Waage constant; kf , kb are the
specific rate constants of the direct and inverse reaction steps f, b,
respectively; Ck is the concentration of the kth specie; and the νk are
the stoichiometric coefficients that are taken, by agreement, as
positive for the products and negative for the reactants. Therefore,
Eq. (5) can be written as

A ¼ RT ln
kf ∏C

νk fð Þ
k fð Þ

kb∏C
νk bð Þ
k bð Þ

 !
ð6Þ

The rate of reaction _ξ can be written as

_ξ ¼ _ξf � _ξb
� � ¼ kf ∏C

νk fð Þ
k fð Þ � kb∏C

νk bð Þ
k bð Þ ð7Þ
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where _ξf , _ξb are the velocities of the direct and reverse reaction
passes, respectively. Substituting expressions (7) and (6) in to (5) is
obtained:

_Si ¼ _ξf � _ξb
� �

ln
_ξf
_ξb

� 0 ð8Þ

Formula (8) [14] is fulfilled regardless of whether the network
of chemical reactions is close or far from equilibrium and also ends
the controversy related to the divorce between classic thermody-
namics and chemical kinetics.

Using the expression for the Gibbs equation,G � H � TS, the
affinity A can be evaluated as

A ¼ � ∂H
∂ξ

� �
Tp

þ T
∂S
∂ξ

� �
Tp

ð9Þ

The term ∂H
∂ξ

� �
Tp

represents the heat of process, qTp. Some-
times, it is possible to neglect the term ∂S

∂ξ

� �
Tp
, due to

qTp

��� ���� ∂S
∂ξ

� �
Tp

[12]. Taking into account (Eq. 4), we get that the

entropy production rate can be rewritten as

δSi
∂t

¼ _Si ¼ 1

T
A _ξ � qTp

_ξ

T
¼ 1

T

δq

dt

� �
Tp

ð10Þ

Formula (10) is an approximation to the entropy production
rate of a living organism [12]. Equation (10) can be rewritten
according to Zotin [15] using the metabolic rate δq

dt

� �
Tp

� _q as
follows:

_Si ¼ _qO2
þ _qGl

T
ð11Þ

where _qO2
, _qGl are the metabolic rates of oxygen consumption _qO2

,
due to oxidative phosphorylation (OxPhos) and due also to glycol-
ysis _qGl, respectively. Under aerobic conditions _qGl is negligible,
except in cancerous cells where the glycolysis is the main
process [16].

Sometimes, it is convenient [12] to use the so-called dissipation
function, Ψ � T _Si, introduced by Lord Rayleigh. According to
Eq. (11) the dissipation function can be rewritten as

Ψ � T _Si ¼ _qO2
þ _qGl ð12Þ

In the tumor cells the glycolysis is the main process [16], thus
Eq. (12) can be written as

_Si � _qGl

T
ð13Þ
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The appearance of new structures in nature far from thermody-
namic equilibrium appears similar to a “phase transition,” generi-
cally called bifurcation [17]. Due to the nonlinear nature of the
dynamical system and the feedback processes, the fluctuations grow
and amplify at the macroscopic level which leads to the appearance
of the system’s self-organization and consequently the complexity
that it exhibits [18].

The seminal work of Landau [19] established the theoretical
foundation of the phase transition. According to Landau formal-
ism, the potentialΦ or “Landau potential” is defined in terms of the
variables that describe the system γ, and the order parameter μ [20].

The order parameter is defined empirically. As shown in a
previous work, in the case of cancer evolution [21], the order
parameter μ is taken as the difference between the fractal dimension
of normal dN

f and tumor cells dC
f , thus μ ¼ dN

f � dC
f , where

μ ¼ 0 in the symmetric phase (normal cells) and μ 6¼ 0 for tumor
cells. The order parameter μ is called the “morphological degree of
complexity” [22].

The Landau potential Φ can be written as

Φ γ; μð Þ ¼ Φ0 μð Þ þ α γð Þμ2 þ β γð Þμ4 þ � � � ð14Þ
In the neighborhood of the transition point μ ¼ 0:

∂Φ γ; μð Þ
∂μ

� �
γ

¼ 4Cμ3 þ 2Aμ ¼ 0 ð15Þ

the stability condition is fulfilled as

∂2Φ γ; μð Þ
∂μ2

� �
γ

¼ 2A þ 12Cμ2 > 0 ð16Þ

Considering Eqs. (15) and (16), there are three possibilities:

1. γ > γC)A > 0,

2. γ < γC)A < 0,

3. By continuity we have: γ ¼ γC)A ¼ 0.

Although a satisfactory description is achieved through the
dissipation function Ψ of tumor growth [22], Landau formalism
is limited since it is based on a mean field theory [23]; in other
words, it does not consider correlations or fluctuations.

For this reason, it is convenient to use instead, in order to
describe the process of tumor growth the so-called Lyapunov
function [24]. At the end of the nineteenth century, Lyapunov
developed a method for studying the stability of equilibrium posi-
tions that bears his name. This method allows knowing the global
stability of the dynamics of a system [25]. Let p be a fixed point,
steady state, of the flow dx

dt � _x ¼ f xð Þ. A function V(x) is called a
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Lyapunov function for p if for certain neighborhood N of p the
following conditions hold:

1. V(x) > 0 for every x 6¼ p in N and V(p) ¼ 0

2. The Eulerian derivative, dV xð Þ
dt < 0 for every x in N.

In this way, it can be stated for all t � t0 that p is globally
asymptotically stable, i.e., the system evolves to a minimum of the
function V(x).

Thus, we have that the entropy production per unit time meets
the necessary and sufficient conditions for Lyapunov function
[26]. Indeed:

_Si ¼ f Ωð Þ > 0 ð17Þ
whereΩ is the vector of control parameters. The Eulerian derivative
(Eq. 17) must meet

d _Si
dt

¼ ∂ _Si
∂Ω

dΩ
dt

< 0 ð18Þ

3 What Can Be Learned from a Phase Transition in Tumor Growth?

The thermodynamics formalism of irreversible processes [17], sys-
tems biology [3], and complex systems theory [27] offers a theo-
retical framework appropriate for the characterization of the
emergence and evolution of cancer. In such a sense, in a previous
work [28], we presented a conceptual definition of the cancer,
which is expressed as follows: “Cancer is a generic name given to a
complex network of interactions of malignant cells, which have lost
their specialization and control over normal growth. This network of
malignant cells could be considered a nonlinear dynamical system,
self-organized in time and space, far from thermodynamic equilib-
rium, exhibiting high complexity [29], robustness [30], and adapt-
ability [31]”.

Tumor cells show two aspects of robustness: functional redun-
dancy, due to cellular heterogeneity, and those arising because of
feedback control systems [28]. The robustness of tumor cells allows
a system to maintain its functionality against various external and
internal perturbations [28]. The control of the robustness of the
tumor cells constitutes a potential strategy for the development of
drugs and therapies.

The evolution of a tumor runs through three basic stages:
avascular, vascular, and metastasis [32]. In the avascular stage, the
tumor grows to a state known as “dormant” state [33], with a
microscopic nature (�1 mm diameter). This dormant stage can
remain silent for a long time and is not macroscopically perceptible.

For reasons that are still unknown [34], the tumors that are in
the dormant state leave this state and begin a process of
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angiogenesis, vascular growth. We conjectured about it, in a previ-
ous work [35], where apparent fluctuations related to the joint
action of the host and immune system on tumor cells may cause
an adverse outcome causing a type of stochastic resonance effect.
This leads to a change in the fractal dimension of the tumor
interface and consequently a certain number of active cells in the
tumor interface could escape which could lead to vascular growth.
It is an acceptable explanation of why a tumor in a latent phase,
stationary state [36], can go to a critical state, reach macroscopic
dimensions, vascular phase, and subsequently invade distant
organs, metastasis, despite actions of the immune system, and the
host [37, 38].

It is important to note that whereas it is possible to predict
when tumors reach latency, as in a first approximation occurs, it is
virtually impossible to predict when a tumor metastasizes [39],
given the highly random character of the action of the immune
system and the host.

In the vascular phase, the tumor acquires macroscopic dimen-
sions, invading much of the host and adjacent organs, that is to say,
the nonequilibrium self-organized tumor system acquires a higher
level of hierarchy and apparently robust as it is known that in most
cases after surgical removal there of, micro-metastasis is found [40].

The process of metastasis [41] appears abruptly as a reminiscent
of hard, first-order transitions, in these cases, the chances of survival
are lower compared to the previous stages, because they exhibit a
higher robustness and a higher level of hierarchy. The tumor now
competes with the different levels of hierarchical and functional
organization of the body (those which play vital roles), so it is
considered like a cancer tumor, given its ability to metastasize [42].

The pioneering work of Prigogine and Lefever [43], consider-
ing the stability of tumor growth in the presence of cytotoxic cells,
revealed that cancer growth can be described by a phase transition,
like a second-order phase transition. Moreover, Delsanto et al. [44]
developed a dynamical system model for the analysis of phase
transition from tumor growth to latency, while Solé showed that
tumors have a behavior close to a limit of instability, as well as the
tumor cell populations [45]. Davies et al. [46] argued that the
transition from health cells to malignant cells can be described by
a phase transition of the first order.

In order to describe the dynamics of avascular process based
empirically on the evidence discussed above, we have proposed the
following heuristic mechanism [21] sustained by a chemical net-
work model

1ð Þ N þ x ! 2x
2ð Þ 2x ! ncp
3ð ÞH þ x ! ncp
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Steps 1, 2 are related to the process of mitosis and apoptosis,
where x represents the population of proliferating tumor cells in an
avascular phase, and the reactions are associated with the mitosis km
and apoptosis kap constants. The N represents the population of
normal cells, H the population of the host cells [38]. The numbers
of members of N , H are considered constants. Finally, ncp repre-
sent non-cancerous products.

The dynamic behavior of the chemical network model for
avascular growth is given by the following ordinary differential
equation [21]:

dx

dt
¼ γx � x2, ð19Þ

where γ ¼ Nkm � H. The exact solution of Eq. (19) is
x tð Þ ¼ γ

1þe�γt . The stability analysis of Eq. (19) shows that at

γ ¼ 0 a transcritical bifurcation [47] takes place and the system
evolves (avascular growth) toward a stable steady state, known as
the dormant state [48]. Hence, as we postulated in previous works
[21, 49], this process resembles a “second-order” phase transition,
whose biological implication is clear: the difficulty of early detection
of cancer.

Such formalism discussed above [21] can be extended to the
study of the dynamics of prostate tumor cell lines, LNCaP and PC3
[49]. The system in question is a 2D regionwith characteristic length
L in which initially there are very few tumor cells. The cell density
increases with time due to the proliferation of these cells (see Fig. 1).

The morphology observed in this region has fractal nature as a
result of the stochastic nature of the mitosis and apoptosis processes
that occur at the level of single cells [28]. Thus we have

x ¼ Ldf , ð20Þ

L

T = 1

T = 5 T = 6 T = 7 T = 8

T = 2 T = 3 T = 4

Fig. 1 In vitro growth of prostate tumor cell line LNCaP. T is time in days. Reprinted from [49]
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where x as we have said, represents the population of proliferating
tumor cells in the region of characteristic size L and df is the fractal
dimension of the contour. The temporal variation of Eq. (20) is
given by

d ln x

dt
¼ ∂df

∂t
lnL þ df

∂ lnL

∂t
: ð21Þ

We show that the temporal variation of the total number of cells
N can be described equivalently through a logistic or Gompertz
dynamical equation [21], such that

d ln df

dt
¼ � ln df þ α lnK , ð22Þ

whereK ¼ df 0ð Þe
bA
α is the carrying capacity and bA and α are empirical

constants in the Gompertz equation [50]. Equation (22) has the
analytical solution

df tð Þ ¼ k exp �
bA
α

 ! !e�tα

ð23Þ

In Fig. 2, the time dependence of the fractal dimension df is
shown for the dynamical behavior of the prostate tumor cell lines,
LNCaP and PC3 respectively.

Unlike other cells lines showing fractal behavior [38], the
prostate tumor cell lines, LNCaP and PC3 exhibit a multifractal
behavior.

The evolution of a tumor, through the three basic stages avas-
cular, vascular, and metastasis [32], could be generalized through-
out the following heuristic mechanism [21] based on a chemical
network model (see Fig. 3).

The present model (Fig. 3) is a qualitative representation of the
dynamics of the development of cancer, based on the above experi-
mental evidence, without claim to suggest any type of therapy. The
x , y , z represents the population of proliferating tumor cells in an
avascular, vascular, and metastases phases respectively;N represents
the population of normal cells, H the population of the host cells
[38] is considered constant and I the population of immune cells
(T lymphocytes, CTL and natural killer, NK cells [39]) is consid-
ered the control parameter. Finally, ncp represents a non-cancerous
product.

In the Fig. 3, the reactions 1, 3 and 2, 4, 6 are related to the
process of mitosis and apoptosis of the proliferating tumor cells
respectively; 5 and 7 correspond to the action of the host
H [38]. Finally, reactions 8 and 9 show the action of the population
immune cells. It is assumed that the cells of type z are generated
during cell apoptosis y (reaction 4) representing the occurrence of
micrometastases [40], that is to say, the spread of cancer cells from
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the primary site with the secondary tumors being too small to be
clinically detected.

The model proposed (see Fig. 3) contains as a particular case the
avascular growth discussed previously [21]. Starting from the pro-
posed model (Fig. 3) and under the Law ofMass Action, the system
of ODEs is obtained:

0.0
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1.30
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1.20

0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0
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1.40
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s = 0.08945229
r = 0.87898465
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1.60

1.70

1.80

PC3

df
df

LNCaP

time [days]

1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0

Fig. 2 Dependence of fractal dimension df with the growth time of the tumor cell lines: LNCaP
(bA ¼ 0:2524, α ¼ 0:1466, K ¼ 1:8384) and PC3 (bA ¼ 0:3335, α ¼ 0:1944, K ¼ 1:4924). Reprinted from
[49]

Parameters Estimation in Phase-Space Landscape Reconstruction of Cell Fate. . . 137



dx

dt
¼ x 2N � xð Þ �Hxz,

dy

dt
¼ y 4� 0:14yð Þ þ 0:5x2 � Iy � 0:5Hyz þ 0:001z2,

dz

dt
¼ Iz þ 0:07y2 þ 0:5Hyz � 0:002z2,

ð24Þ

The numerical values of the constants were taken from the
model of chemical network studied in a previous work
[83]. Obtaining fixed points, stability analysis and bifurcation was
performed using the standard procedure [24, 51, 52] using as a
control parameter the population of immune cells
I (T lymphocytes, CTL and natural killer, NK, cells [39]).

Lyapunov exponents were calculated using the classical Wolf
algorithm, FORTRAN language [53]. In relation to the calculation
of the Lyapunov exponents, note that:

1. It is important to choose an appropriate algorithm, usually the
Wolf algorithm [53] that yields good results.

2. The length of the time series used must contain at least 2000
values to achieve good results [14].

3. In the calculation it must be verified that there is no appreciable
difference between the sum of the Lyapunov exponents and
the divergence of the flow.

The LZ complexity [54, 55] was calculated using the proposed
algorithm by Lempel and Ziv, Lyapunov dimensionDL, also known
as dimension Kaplan-York [56], it was evaluated across the spec-
trum of Lyapunov exponents λj as

DL ¼ j þ
P j

i¼1 λi
λjþ1

�� �� , ð25Þ

where j is the largest integer number for which λ1 + λ2 þ � � � þ
λj � 0. The results are summarized in Table 1.

Fig. 3 Chemical network for the model for cancer growth
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For the modeling of the chemical network model which
appears in Fig. 3, COPASI v. 4.6.32 software was used. On the
other side, numerical integration was performed of the system of
ODEs Eq. (24) through implementation of the Gear algorithm for
hard equations (“stiff”), in Fortran with double precision and
tolerance of 10�8 [57]. It is important to note that most systems
of ordinary differential equations, derived from biological systems,
have rigidity, i.e., stiffness, which is why it is advisable to use
numerical methods such as predictor corrector, for example the
algorithm of Gear [57]. For bifurcation diagram, the package
TISEAN 3.01 [58] was used for Poincare maps, correlation dimen-
sion, and power spectrum.

In Fig. 4 dynamical behavior of the proposed chemical network
model for different values of the control parameter I is shown.
When the value of control parameter I is smaller them the EDO
system Eq. (24) exhibit the maximum complexity.

For “high” values of immune surveillance (I ¼ 4) it exists a
population of proliferating tumor cells, where x cells are the pre-
dominant, which corresponds to the phase state where a growth
avascular stable steady state is reached, the tumor grows to a state
known as dormant state [33, 35].

Table 1
Stability, and complexity for the system of ODEs (Eq. 24) for different values of the control parameter I
(N ¼ 5 , H ¼ 3). Reprinted from [83]

I
Eigenvalues of the
Jacobian matrix

Lyapunov
exponents λj LZ complexity DL

4
Sss stable focus

�7.2 	 10�2 �5.3i
�7.2 	 10�2 þ5.3i
�7.8

�0.0720024
�0.0740862
�7.82744

– 0

3
Limit cycle
(saddle-foci)

þ8.5
�3.3e-001 –1.6i
�3.3e-001 þ1.6i

~0.00
�0.227573
�5.89284

0.03589 1

2
Saddle-foci

þ6.3
�1.3 	 10�1 �1.9i
�1.3 	 10�1 þ1.9i

~0.00
�0.30561
�4.05829

0.03888 1

1
Saddle-node

+10
þ3.0
�1.0

~0.00
�0.779727
�1.87158

0.04187 1

0.7
Limit cycle

þ3.5
�4.3 	 10�2 �1.5i
�4.3 	 10�2 þ1.5i

~0.00
~0.00
�2.10445

0.06580 2

0.4 Shilnikov’s
chaos

þ2.8
�3.3 	 10�2 �1.2i
�3.3 	 10�2 þ1.2i

þ0.0519588
~0.00
�1.71075

0.08972 2.03
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For the critical value I � 3.71 it appears as a phase transition of
the type “first-order” through a supercritical Andronov-Hopf
bifurcation as described in [24, 52], giving rise to a limit cycle,
periodic oscillations, and self-organizing system outside the ther-
modynamic equilibrium. It is further noted as the maximum con-
centration values of the population of proliferating tumor cells
increase significantly.

It is noteworthy, as can be seen in Fig. 4, as far as it decreases
the value of the control parameter I, although the system exhibits
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Fig. 4 Dynamical behavior of the proposed model (Eq. 24) for different values of the control parameter
I (N ¼ 5 , H ¼ 3): (a) stationary state (I ¼ 4), (b) limit cycle (I ¼ 3), (c) limit cycle (I ¼ 2), (d) limit cycle
(I ¼ 1), (e) limit cycle (I ¼ 0.7), (f) chaos (I ¼ 0.4); red (x), blue ( y) and green (z). Reprinted from [83]
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periodic oscillations, the maximum concentration of z cells
increases, and in fact they become predominant.

From the control parameters I � 0.65 a cascade of bifurcations
is triggered by the route of saddle-focus Shilnikov’s bifurcation
[59] and even when the maximum values of the population of
proliferating tumor cells decrease, the prevalence of metastatic
cells z continues.

It shows how, for lower outcomes of the critical value of the
control parameter (see Table 1, I ¼ 0.4 and Fig. 4f), related to
immune surveillance, tumor cells exhibit random behavior, as Shil-
nikov’s chaos [59] (see attractor and return map in Fig. 5).
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Fig. 5 Chaotic attractor and return map obtained from Eq. (19), with I ¼ 0.4. Reprinted from [83]
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It is important to emphasize how the homoclinicity in the
Shilnikov scenario for Shilnikov condition: �ℜe3 � ℜe
 > 0
appears. This suggests a rapid injection of flow in the plane of the
stable manifold with a relatively slow winding. The striking fact is
that other authors [60, 61] have developed models, based on
different assumptions, which exhibit similar behavior. In addition,
there is sufficient experimental evidence [62–66] in relation to the
complexity of the dynamics of cancer.

Because the process of metastases presents chaos like Shilni-
kov’s has important biological implications. On one hand, the high
sensitivity of the system to initial conditions determines the inabil-
ity to make long-term predictions in relation to the evolution of the
disease, i.e., the end forecasts are improbable (poor prognosis). In
addition, it gives a high degree of robustness [67, 68], hence the
level of success in the treatment is low, especially at the stage of
metastases [69]. Additionally, the information created during the
evolutionary process of cancer cannot be destroyed [70], which is
manifested in clinical recurrence (relapse) of cancer after a while
that has apparently been “removed.”

It is well known that the tumor progression in prostate cancer
following radical prostatectomy occurs in 20–40% of patients, even
though in pathological stage, approximately 40% of patients who
undergo surgical removal of non-small cell lung cancer without
overt metastases relapse within 24 months after surgery, in breast
cancer, 20% of clinically disease-free patients relapse 7–25 years
after mastectomy [33, 40].

Therefore, the tactic in the treatment of cancer lies not only in
their physical elimination also must change the information created
[71, 72]. Recently, a study [73] has shown that pancreatic cancer
cells can be coaxed to revert back toward normal cells by introdu-
cing a protein called E47. The protein E47 binds to specific DNA
sequences and control genes involved in growth and
differentiation.

In other words, the growth of a primary tumor from a micro-
scopic level, avascular phase, to the macroscopic level, vascular
phase and subsequent onset of metastases, is not simply an accu-
mulation of malignant cells but is a process exhibiting: (1) a
non-linear dynamic, (2) self-organization out of thermodynamic
equilibrium, (3) showing that a high degree of robustness, com-
plexity, and level of hierarchy; which leads to the creation of new
information and learning capacity.

The metastases process is associated with a biological phase
transition type “first-order” through supercritical Andronov-Hopf
bifurcation, coming out of limit cycle and subsequently through a
cascade of bifurcations of the type saddle-foci Shilnikov bifurca-
tions. This could explain the epithelial-to-mesenchymal transition
during metastases [74].

142 Sheyla Montero et al.



The diagnosis of tumor proliferation capacity and invasion
capacity is a very complex issue, because these terms include many
factors such as the tumor aggressiveness, which is related to the
tumor growth rate _ξ, and the tumor invasion capacity, which is
associated with the fractal dimension df [75] among other factors.
We have that _Si can be approximately determined (see Eq. (8)) from
the rate of mitosis and apoptosis, ψ , η as

_Si � R ψ � ηð Þ lnψ
η

ð26Þ
where ψ � ηð Þ � _ξ is a tumor growth rate.

The fractal dimension df quantifies the tumor malignancy, in
other words, the tumor capacity to invade and infiltrate healthy
tissue [75]. In fact, the fractal dimension, as has been pointed out
by other authors [76], can be considered “... a quantitative shape
descriptors which possess thermodynamics meaning and they could
provide insights into the complexity score of the observed system....”

As shown in previous works [35], the fractal dimension df can
be given as a function of the quotient between mitosis ψ and
apoptosis η rates, which quantify the tumor aggressiveness as

df ¼
5� ψ

η

1þ ψ
η

 !
ð27Þ

Substituting (Eq. 27) into (Eq. 26) we obtain that the entropy
production rate can be expressed as a function of fractal dimension
df as

_Si ¼ R _ξ ln
5� df

1þ df

� �
ð28Þ

In equation (28) two properties fundamentals of the tumor
growth are exhibited: the rate of growth _ξ, which is associated with
their invasiveness capacity and a morphological characteristic as the
fractal dimension df of the tumor interface that as we have said,
quantifies the capacity of the tumor to invade and infiltrate healthy
tissue, that is, its complexity. This represents the “degree of malig-
nancy,” which quantifies the capacity of the tumor invasiveness and
infiltration into the healthy tissue.

An increment of df is associated with a reduction of the values of
the quotient mitosis/apoptosis and to higher values of entropy
production rate and this is consistent with the findings of Luo [77].

Starting from Eqs. (28) and (13) and substituting in (12) the
following results hold:

Ψ ¼ TS� i ¼ _qGl ¼ TR _ξ ln � 1

df þ 1
df � 5ð Þ

� �
ð29Þ

Equation (29) shows a relationship between the entropy pro-
duction per unit time, the dissipation function of metabolic rate,
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the fractal dimension, and the tumor growth rate. A common
property of invasive cancers is their altered glucose metabolism.
The glycolytic rate in cultured cell lines seems to correlate with
tumor aggressiveness [78]. That an increase in proliferation and a
reduction in apoptosis trigger a maximum of ATP consumption by
the tumor cells has been already confirmed [79]. The tumor meta-
bolome—mainly characterized by the glycolytic phenotype—con-
fers an advantage to the evolving cancer cell population and
contributes to their tissue invasion and the metastasis
spreading [80].

The dissipation function could be evaluated through Eq. (29)
from the data reported by Brú [38] for different tumors cell lines
(see Table 2).

During the avascular development the growth rate remains
constant [35], it can be proved from Eq. (29) that the metabolic
rate exhibits a maximum with respect to the fractal dimensions (see
Fig. 6).

As other authors have suggested, the thermodynamic dissipa-
tive function is correlated with both the glucose metabolism and
cell shape [76]. We suggest that the latter could interfere with the
metabolic pathways.

In previous works [26, 81, 82] we have shown that the rate of
entropy production is a Lyapunov function (see Eq. (18)), in fact we
extended this formalism to the development of cancer [21, 22, 49,
83]. The dissipation function is related to the entropy production
rate through Eq. (29), showing that the dissipation function

Ψ ¼ f _ξ; df

� � � 0 is a function of the fractal dimension df and of

tumor growth rate _ξ. Taking the Eulerian derivative of Eq. (12), we
have

Table 2
Dissipation function for different human tumor cell lines, T ¼ 310 K , R ¼ 8.31 J/mol K. Reprinted
from [22]

Human tumor cell lines

Growth ratea

_ξ μm
h

	 

df
a

Metabolic rate
_qGl

kJμm

mol h

� �

AT5 Primary human foreskin fibroblasts Human 8.72 1.23 11.97

C-33a Cervix carcinoma Human 6.40 1.25 8.46

HT-29 Colon adenocarcinoma Human 1.93 1.13 2.98

HT-29 M6 Mucus secreting HT-29 cells Human 1.85 1.12 2.88

HeLa Cervix carcinoma Human 1.34 1.30 1.64

Saos-2 Osteosarcoma Human 0.94 1.34 1.09

a[38]
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dΨ
dt

¼ ∂Ψ
∂_ξ

� �
df

d _ξ

dt
þ ∂Ψ

∂df

� �
_ξ

d dfð Þ
dt

ð30Þ

Taking tumor growth rate _ξ constant as in [38] and taking
fractal dimension df as a control parameter, Eq. (30) can be rewrit-
ten as

dΨ
dt

¼ ∂Ψ
∂df

� �
_ξ

d dfð Þ
dt

, ð31Þ

In previous work [49] we obtained the analytical solution of the
Gompertz equation for LNCaP tumor cell line (see Eq. (23)).

Substituting Eq. (23) into Eq. (29) it can be verified that

∂Ψ
∂df

� �
ξÄn
< _ξξ

Ä
n0, and as d dfð Þ

dt � 0 [49] we have

dΨ
dt

� 0 ð32Þ
This shows that the dissipation function Ψ is a Lyapunov

function of the control parameter df.

4 Complexity of Cancer Glycolysis

In the last years, cancer glycolysis has been a target in oncology
research [78]. Most of tumor cells show a high glycolytic rate
compared with normal cells. This phenomenon is known in the
literature as Warburg’s effect and is observed without an increase in
the tricarboxylic acid cycle (TAC) or the electron transport chain
(ETC) rate [84]. The significant increase in glycolysis rate observed
in tumors has been recently verified, yet few oncologists or cancer

Fig. 6 Relationship between metabolic rate _qGl, fractal dimension df, and tumor growth rate _ξ. Reprinted from
[22]
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researchers understand the full scope of Warburg’s work [78, 84]
despite its great importance. Altered energy metabolism is proving
to be as widespread in cancer cells as many of the other cancer-
associated traits that have been accepted as hallmarks of cancer
[16]. The regulation of metabolism, relevant to senescence process,
would be a key to improve and identify new anti-cancer therapies in
the future.

In cancerous cells the glycolysis is the main process (see
Eq. (13)). Then according to Luo [77] the affinity of glycolytic
processes yields 52 kcal/mol and 1 mol of glucose produces 2 mol
of ATP. Accordingly, the affinity decrease is

AGl ¼ 52� 7:3	 f C kcal=mol glucoseð Þ½ � ð33Þ
In the cancer cell (the modifying factor fC comes from the

dependence of standard free energy on the pH value of cancerous
cells), namely, fC ¼ 0.83 [85], hence we have

AGl ¼ 39:9 kcal=mol glucoseð Þ½ � ¼ 6:65 kcal=mol O2ð Þ½ � ð34Þ
Taking into account Eq. (10), Eq. (13) can be rewritten as

_Si � _qGl

T
¼ 1

T
AGl

_ξRR ð35Þ
where _ξRR is the respiration rate (RR) of cancer cells [86], and T is
the temperature in the physiological conditions used experimen-
tally [87]: T ¼ 310 K. The entropy production rate, Eq. (35), was
determined for 16 human tumor cells from the data reported by
Moreno-Sánchez et al. [88] for the respiration rate for different
cancer cells (see Table 3).

Tumor growth rate is usually characterized by the tumor vol-
ume doubling time (DT). The term DT was introduced 50 years
ago and a graphical method was proposed for its estimation
[89]. The doubling time is the period of time required for a
quantity to double in size or value.

As can be seen in Table 3, the entropy production rate exhibits
no global correlation with doubling time. On the other hand, if
similar cells were compared (as HepG2 and Hep 3B or breast
carcinoma cells or leukemia cells) it can observed that the entropy
production rate increases with decreasing tumor volume doubling
time, and so increases tumor aggressiveness.

It is well known [93] that the aneuploid HTB-126 cell line
originated from a human mammary epithelial carcinoma grows
aggressively in soft agar, exhibits invasive properties at in vitro
matrigel outgrowth assays, and causes tumors that extensively
metastasize in immunodeficient nude mice. The human MCF-7
breast epithelial cell line is estrogen receptor positive and retains
many of the biochemical and phenotypic characteristics of normal
mammary epithelial cells. It has only a very limited ability to grow
in soft agar, is noninvasive in matrigel assays, and does not form
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tumors in nude mice. Indeed, MCF-7 are widely recognized to
present only some malignant features, showing a low aggressive
behavior [94, 95]. The cell line HTB-126 shows a much greater
value for the entropy production rate compared to a MCF7 (see
Table 3).

The human hepatoma cells HepG2 and Hep3B have very
different morphology and even differ in their growth rates.
HepG2 cells are slowly growing with average doubling time around
48 h whereas Hep3B grows faster with doubling time of 24 h.
These cell lines differ in p53 functionality/mutation. Hep3B is
p53-null, while HepG2 has wild-type. Also, Hep3B contain

Table 3
Entropy production rate for different human tumor cells

Human tumor cells
Doubling time
[90] (h)

Respiration rate
[88] nmolO2

min mg cell

� � S � i 	 10�9

kcal

Kminmg cell

� �

HeLa (human cervix carcinoma) 48 3–6.5 0.102

MCF-7 (human breast carcinoma) 60 [91] 7 0.150

HTB-126 (human breast carcinoma) 40 [91] 28.5 0.611

SH-SY5Y (human neuroblastoma) >55 10 0.215

SF188 (human glioblastoma) – 5.5 0.118

H460 (human lung cancer cells) 42–60 6 0.129

HCC4017 (non-small-cell lung
cancer)

– 12.4 0.266

HL-60 (human promyelocytic
leukemia cells)

About 40 2–3.4 0.058

U937 (human histocytic leukemia
cells)

30–40 1.5–3.3 0.052

Jurkat (human acute lymphoblastic
leukemia cells)

25–35 3.6 0.077

KMS20 (human myeloma) – 30 0.644

HepG2 (human hepatoma cells) 50–60 6.7 0.144

Hep3B (human hepatoma cells) 40–50 9.6 0.206

LNCAP (human prostate cancer) About 60 18.7 0.401

PC3 (human prostate cancer) 50 45 0.965

143B (human osteosarcoma) – 4.9 0.105

AGS (human gastric cancer cell line) 20 [92] 8 0.172

For doubling time the reference is [90], except for those whose reference is either individually given in doubling time
column or no value at all is given. Reprinted from [22]
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hepatitis B, while HepG2 cells do not. Generally, HepG2 cells are
highly susceptible to chemical agents and drugs, while Hep3B cells
are more resistant because of p53 deficiency [96]. As can be seen
(Table 3), the cell line Hep3B shows a much greater value for the
entropy production rate compared to a HepG2.

The cell line PC3, which is known to have an increased invasive
ability and is more aggressive as compared to the LNCaP [97, 98],
shows a much greater value for the entropy production rate com-
pared to a LNCaP. These results corroborate, from the new point of
view of thermodynamics, what other studies have shown for the cell
line PC3, that is, it is more malignant, aggressive and has a higher
metastatic potential and is more resistant to treatment compared to
LNCaP [99]. It was found that the cellular line PC3 exhibits a
greater value of the entropy production rate compared to LNCaP.
As a fact, a similar result was found by us in previous work [49].

These results show how the entropy production rate can be a
useful tool to quantify the robustness and it may be used as a
quantitative index of the metastatic potential of tumors. (As can
be seen, this analysis suggests that the tumor cell lines that exhibit a
greater value of the entropy production rate have an increased
invasive ability and so they have more aggressive capacity. As a
matter of fact, the entropy production rate can be the useful tool
to quantify the robustness and it may be used as a quantitative index
of the metastatic potential of tumors.)

4.1 The Influence

of Hypoxia, Normoxia,

and pH in Tumor Cells

The metabolism of cancer as a therapeutic target is under constant
investigation, along with the search for small molecules that are
capable of specifically inhibiting the key metabolic pathways asso-
ciated with cell growth [100]. Attenuation or inhibition of glycoly-
sis has been very helpful in preventing cancer development,
demonstrating that glycolysis is essential for proliferation, invasion,
and metastasis [100, 101]. Identification of the most important
reactions involved in the regulation of the glycolytic pathway is a
useful strategy to define therapeutic targets in oncology, and thus
can be a crucial step in cancer drug development. In addition,
research on the influence of intracellular pH in the robustness of
the glycolytic mechanism in neoplasic cells is equally important to
understand the cancer biology.

In previous studies we showed the way entropy production per
time can be used to select the main steps in a complex chemical
reactions network, as Belousov-Zhabotinsky reaction [102]. More-
over, we also showed that entropy production is a specific finger-
print of the behavior of tumor, related to cancer robustness and
prognostic of the disease [28]. The entropy production per time
unit _Si with T, p fixed, disregarding diffusive and viscous effects of
each reaction of the glycolytic pathway, was assessed in [17] as
Eq. (4).
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The Gibbs free energy of the kth reaction is written [103] as

ΔGk ¼ ΔG
L
k T ; pH; Ið Þ þRT

X
i

vi ln ci, ð36Þ

where vi, ci represent the stoichiometric coefficients and concentra-
tions respectively of the involved biomolecules in each reaction and

ΔG
L
k T ; pH; Ið Þ is the standard Gibbs free energy adjusted taking

into account its dependence of temperature, pH and ionic force
I [104, 105], in the physiological conditions used experimentally
[87]: T ¼ 310.15 K, I ¼ 0.18 M and pH ¼ 7.

To calculate the rectified standard Gibbs free energy (ΔG

L
k )

eq. (37) was used,

ΔG
L
k T ;pH;Ið Þ ¼

X
n

ΔG
L
n T ;pH;Ið Þ

ΔG
L
n T ;pH;Ið Þ ¼ T

298:15
ΔG θ

n þ 1� T

298:15

� �
ΔH θ

þ NHRT ln10ð ÞpH�RT α z2�NH

� � ffiffiffi
I

p

1þ1:6
ffiffiffi
I

p� �
ð37Þ

where α is the Debye-H€uckel constant α¼1:20078 kg
mol

� �1=2

, z is the
specie charge, R is the universal gases constant 8.31 J/(mol K),
and NH is the average number of hydrogen atoms bond to the
specie.

The metabolic models of cancer glycolysis used for the studies
were previously reported [87] for HeLa tumor cell under condi-
tions of normoxia (95% O2), hypoxia (0.1–0.5% O2), and AS-30D
cells (rat hepatoma). Figure 7 shows the results of total entropy

Fig. 7 Total entropy production rate [J/K min]10�3 for AS-30D and HeLa cell in
normoxic and hypoxic conditions
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production rate and glycolytic fluxes for HeLa cellular cell lines
under conditions of normoxia and hypoxia and for AS-30D cells.

As can be noticed in Fig. 7, the entropy production per unit of
time of the glycolysis pathway in HeLa cell line in hypoxic condi-
tions is higher than in normoxia. This indicates, not only how is the
glycolysis process favored under low oxygen conditions, but also
that under these conditions it becomes more robust [106].

It is known that cancerous tumors under conditions of hypoxia
become more resistant and more aggressive [107]. On the other
hand, for the hepatoma AS-30D, the glycolytic flow (29 mmol/
min) is identical to HeLa under conditions of hypoxia, while the _Si
is slightly higher in hepatoma AS-30 (11.028 [J/K min]10�3)
compared to HeLa in hypoxic conditions (10.1 [J/K min]10�3).
The total value of the entropy production rate for HeLa cells is
doubled under Hypoxia conditions (HeLa normoxia ¼ 6866 [J/K
min]10�3) as shown in Fig. 7.

The increase in _Si under conditions of hypoxia may be due to
overexpression of transcription regulatory mechanisms favoring the
glycolytic pathway in low oxygen concentration such as HIF-1
(hypoxia-inducible transcription factor). Metabolism of hypoxia
elicits multiple adaptive changes in cellular metabolism, which are
coordinated by HIF-1 and serve to maintain redox homeostasis by
increasing glycolysis and attenuating respiration. Decreased oxida-
tive metabolism is necessary to limit production of reactive oxygen
species (ROS) by the mitochondrial electron transport chain under
hypoxic conditions [108].

HIF-1α stimulates glucose uptake necessary to compensate for
the relative inefficiency of glycolysis, by upregulating glucose mem-
brane transporters, GLUT1 and GLUT3. In addition, HIF-1α
upregulate glycolytic enzymes such as hexokinases and phospho-
glycerate kinase 1 and inhibit mitochondrial respiration by activat-
ing the transcription of pyruvate dehydrogenase kinase (PDK),
which in turn phosphorylates and inactivates pyruvate dehydroge-
nase (PDH).

Also, HIF-1α upregulates lactate dehydrogenase-A to promote
lactate production and regenerate NAD+ [109]. HIF-1 maintains
intracellular pH by increasing lactate and proton efflux through
expression of monocarboxylate transporter (MCT)-4, carbonic
anhydrase 9, and Na+–H+ exchanger-1 [108].

From the results for the HeLa cell line under conditions of
normoxia and hypoxia and AS-30D cells, the fundamental reactions
in the glycolysis process were identified (Fig. 8).

The fundamental postulate follows: those reactions that exhibit
a higher value of _Si are considered fundamentals in the process
[81]. This statement could be considered an extension of the
“Principle of Maximum Entropy” [110]. The entropy production
rate was normalized in percent using as a baseline the highest value.
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We identified 9 reactions of the 20 that are part of the glycolisis
model (see Fig. 8), for both HeLa and AS-30D cells. Three with
those found by sensitivity analysis (PFK1, GAPDH, ATPase), and
also collected the so-called control points (HK, PFK1, PYR)
[111]. The greater value of _Si was found for both cell lines in the
reaction catalyzed by ATPase. This protein, ATPase, consists of a
complex multi-subunit composed by a catalytic domain V1,
responsible for the hydrolysis of ATP and a transmembrane domain
V0 which is a proton channel [112].

The V-ATPase is overexpressed in many types of cancers and is
related to the ability of these invasion and metastases [113]. The
V-ATPase, a cell-specific proton pump, is expressed in the plasma
membranes of human tumor cells and may have a specialized role in
cell growth, differentiation, angiogenesis, and metastasis plays an
important role in the control of intracellular and extracellular pH
[114]. It is involved in the maintenance of a pHintracelular (pHi)
relatively neutral (slightly basic) and pHextracelular (pHe) acid,
which is known as the reverse gradient through pumping H+

from the intracellular medium to vacuoles and the extracellular
medium [115]. In cancerous tissues, the extracellular microenvi-
ronment can produce an increase in the secretion and activation of
proteases and promote the degradation and remodeling of the
extracellular matrix through the activation of proteolytic enzymes,
which contributes to invasion and metastasis [114].

The V-ATPase is involved in the acquisition of a drug-resistant
cellular phenotype and has therefore been identified as a potential
target for cancer treatments [113].

Fig. 8 Entropy production rate normalized values for fundamental reactions, in HeLa tumor cells in Normoxia
(green) and Hypoxia (orange) conditions and AS-30D (purple) tumor cell. Reaction reported as fundamental by
sensitivity analysis (green arrow), metabolic control analysis (blue arrow) and biochemistry control points (red
arrow)
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As a second fundamental reaction, the reaction catalyzed by
GAPDH was identified in both cell lines. This is vital for the
glycolytic route because this is where the first high energy com-
pound is formed. It is responsible for the conversion of glyceralde-
hyde-3-phosphate to 1,3-bisphosphoglycerate coupled with
reduction of NAD+ to NADH. It is catalyzed by the enzyme
GAPDH which is considered unique and special because it has
the ability to bind to NAD+ or NADH and sometimes to DNA
and RNA [116].

In addition to the role it plays in energy metabolism, GAPDH
has other functions independent of glycolysis; these include cyto-
skeletal regulation, endocytosis, membrane fusion, tRNA trans-
port, and DNA replication and repair [117].

Its overexpression in several types of tumors, such as breast
cancer, as well as the gene that produces it, is associated with the
activity of the HIF-1α transcription factor, as recently reported
by [118].

Data suggest that GAPDH may play an important role in
promoting metastasis, at least in colon cancer. At the molecular
level, GAPDH seems to physically interact with Sp1, a key tran-
scriptional factor known to bind to the promoter of SNAIL and
enhance its expression. It seems possible that GAPDH forms a
protein complex with Sp1 and enhances to expression of SNAIL,
which is a transcriptional inducer of epithelial-mesenchymal
transition [119].

The enolase catalyzed reaction (ENO), also identified as funda-
mental, shows similar proportions in the _Si for both conditions and
in the two cell lines. However, their absolute values differ consider-
ably (HeLa: normoxia: 0.777 [J/K min]10�3, hypoxia:
1.155 [J/K min]10�3. This is an enzyme that is highly conserved
and its three isoforms (α, β, and γ) show very few kinetic
differences [120].

According to one analysis [121] the isoform α, present primar-
ily in fetal cells, is overexpressed in human liver carcinomas and the
gene encoding it is one of the targets of HIF-1. The importance of
this enzyme for the development of cancer is that it is capable of
acting as a plasminogen receptor 6, favoring the growth and dis-
semination of tumor cells [87].

The reaction catalyzed by Hexokinase (HK, reaction # 2) is
identified as one of the fundamental in glycolytic pathways by the
calculation of the entropy production rate and is one of the bio-
chemical checkpoints. In this reaction, glucose is activated for the
following reactions by phosphorylation producing glucose 6 phos-
phate, with ATP as a phosphate donor [111].

HK is a limiting enzyme (control point) of the flow along the
route. There are four isoforms present in mammals, HK2 expres-
sion is markedly induced in cancer cells by multiple mechanisms
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and oncogenic drivers and is transcriptionally upregulated by
MYC [122].

The HKII isoform was reported by Mathupala et al. [123] like
“cancer’s double-edged sword.” On the one hand, it facilitates and
safeguards the malignancy of the tumors when it is attached to the
mitochondria [123, 122]. On the other hand, the activity of the
mitochondrial HKII shows that it is required by growth-inducing
factors of cell survival, and by protein kinase B (AKT) [123]. In
addition the binding of the HKII to the mitochondrial membrane
directs the inhibition of apoptosis, the mechanism by which this
occurs is still unknown. HK is not only important for maintaining
high glycolysis rates but is crucial for tumor survival [120].

In normal differentiated adult cells, intracellular pH is generally
~7.2 and lower than the extracellular pH of ~7.4. Deregulated pH
is emerging as a hallmark of cancer [16] because cancers show a
“reversed” pH gradient with a constitutively increased intracellular
pHi that is higher than the extracellular pHe. The increase in pHi in
cancer cells seems paradoxical considering the high proliferation of
these and the high glycolytic flows that generate acid metabolites.
However, changes in the expression or activity of pumps and trans-
porters in the plasma membrane facilitate efflux of H+ and maintain
a high pHi and a low pHe [124].

The rate of entropy production for AS30D and HeLa tumor
cells under conditions of normoxia and hypoxia was evaluated for a
range of pH values from 6.2 to 7.4. Figure 9 shows a marked
correlation between the rate of entropy production of reaction
14 (ATPase), previously reported as the one exhibiting the highest
_Si and pHe.

As can be seen (Fig. 9), when intracellular pHi gets lower, also
does the entropy production rate, which measures the loss of the
process robustness with lower intracellular pHi.

Cytoplasmic pH has been shown to play a crucial role in multi-
ple cell functions including the control of cell growth and prolifer-
ation and programmed cell death. Intracellular acidification has
been reported to be a sign of apoptosis in a variety of cancer cells
[125]. Some recent reports have shown that the intracellular pH
plays a key role in determining the way cancer cells obtain energy.
Thus, an alkaline pHi drives aerobic glycolysis and an acidic pHi

drives oxidative phosphorylation [125].
The pHi could rapidly decrease and this would be lethal for the

cancer cell if it were not compensated for by the increase in the
export of protons, resulting in an acidification of the extracellular
medium causing the inverse gradient of pH.

A characteristic feature of cancer cells and especially highly
aggressive cells is overexpression and increased activity of multiple
transporters and regulatory enzymes of pH such as carbonic anhy-
drase which acidify the extracellular space by importing
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bicarbonate, the exchanger NA+/H+ (NHE), Which is a prominent
mediator of the export of protons, as is the H+-ATPasa vacuolar
(V-ATPasa), Which hydrolyzes ATP and pumps protons [126].

A cancer-specific intracellular alkalosis represents a common
final pathway in cell transformation and an antiapoptotic defensive
mechanism in cancer cells. In terms of mechanisms, it is known that
decreasing intracellular pH induces a cell death program, either via
apoptosis or necrosis, while the elevation of cellular pH by different
methods protects cancer cells by preventing them from entering the
apoptotic cascade [127].

Environmental acidification, mediated by overexpression of
either NHE and/or other PTs, is known to play a role in hindering
DNA repair, increasing mutagenesis, and driving genomic instabil-
ity in cancer [127].

Cytosolic acidification in cancer cells during apoptosis was accom-
panied by the activation of OXPHOS. Some recent reports have
shown that the intracellular pH plays a key role in determining the
way cancer cells obtain energy. Thus, an alkaline pHi drives aerobic
glycolysis and an acidic pHi drives oxidative phosphorylation [125].

As an alternative or common strategy with the correction of
pHe acid in tumors, a large number of investigations have explored
the inhibition of membrane ion pumps that maintain the pH alka-
line in the intracellular medium, by exporting protons or importing
bicarbonate [128].

Inhibition of proton pumps decreases the value of pHi and this
tends to increase the value of pHe. The effect in pHe is sustained

Fig. 9 Entropy production rate [J/K min]10�3 for reaction ATPase as a function of intracellular pHi, for
glycolysis network model AS-30D and HeLa cells
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presumably because the acidification of pHi suppresses the effi-
ciency of glycolysis. Intracellular acidification associated with inhi-
bition of proton pumps can cause a high impact on cancer behavior
regardless of whether it is associated with decrease of the
pHe [129].

In fact, inhibition of proton pumps exerts an antiproliferative
and pro-apoptotic effect on some cancer cell lines. On the other
hand, intracellular acidification has been shown to be related to the
efficacy of death by hyperthermia (42 C). Recently, new variants of
tumor therapies that use hyperthermia have been studied and it is
observed that the low value of the pHi is strongly related to the
thermosensitivity [130].

It is an important possibility as future therapy to combine the
use of proton transport inhibitors along with hyperthermia. Also,
the pHi is linked to the apoptotic response to tumor necrosis factor-
related ligand-inducing apoptosis [131].

A key factor in drug resistance is the inverse gradient of
pH. The pHi alkaline confers cancer cells resistance to drug cyto-
toxicity and to the external acidic environment. A large number of
studies [132] have shown that resistance to cisplatin and doxorubi-
cin (anticancer drugs) is associated with elevation of pHi in multiple
tumor cell lines (epidermal cancer, prostate cancer, ovarian cancer,
melanomas, lung cancer, and breast cancer [113]).

In this way, we see how the reaction catalyzed by ATPase
represents a potential target of the glycolysis process in the treat-
ment of cancer, not only because it is the most important in the
regulation of the glycolytic route, but also because it exhibits a
greater dependence with the values the pHi takes.

4.2 How Much

Damage Can

the Glucose Make

in Cancer?

Due to a combination of high glucose consumption rates by tumor
cells and reduced tumor vascularization, the glucose concentration
in the tumors can be 3–10 times lower than in normal tissues,
according to the stage of its development. Therefore, tumor cells
must develop strategies for their growth and survival in metaboli-
cally unfavorable environments [133].

Since the last years, cancer glycolysis has been a target in
oncology research [134]. The significant increase in glycolysis rate
observed in tumors has been recently verified, yet only a few oncol-
ogists or cancer researchers understand the full scope of Warburg’s
work [84, 134] despite, as we have said above, its great importance.
Altered energy metabolism is proving to be as widespread in cancer
cells as many of the other cancer-associated traits that have been
accepted as hallmarks of cancer [16]. The regulation of metabolism,
relevant to senescence process, would be a key to improve and
identify new anti-cancer therapies in the future.

The complex systems theory and the thermodynamics formal-
ism in the last years have shown to be a theoretical framework as
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well as a useful tool to understand and forecast the evolution of
the tumor growth [71, 98, 135–139].

The model used was proposed by Marin et al. [140] for the
glycolytic network of HeLa tumor cell-lines growth under three
metabolic states: Hypoglycemia (2.5 mM), Normoglycemia
(5 mM), and Hyperglycemya (25 mM) during enough time to
induce phenotypic change in cellular metabolisms. However, the
growth saturation was not attained in this phase. In the other stage
the cells were exposed to different glucose concentrations: 2.5, 5 y
25 mM until they reach the stationary state. The rate of entropy
production was calculated using the glycolysis network model of
HeLa cell lines at steady state.

The highest values of entropy production rate were observed in
the hypoglycemic phenotype, which means this phenotype exhibits
higher robustness [82, 141]. This can be correlated to the meta-
bolic change induced in the HeLa cells lines grown in hypoglycemic
conditions and its independence of the extracellular glucose condi-
tions in the second face (2.5, 5 y 25 mM) until they reach the
stationary state (see Fig. 10a).

The sustained decrease in the glucose availability can stimulate
changes in the cellular phenotype. For example, KRAS mutations
can increase the GLUT1 expression and that of many genes that
codify the enzymes of the fundamental steps of glycolysis, like
HK1, HK2, PFK-1, and LDH-A, [142]. These changes imply an
increase in glycolytic flow and consequently an increase in entropy
production rate (see Eq. (4)). Even if the extracellular glucose

Fig. 10 Total entropy production rate [J/mM K min]10�3. (a) For HeLa cells in different metabolic phenotypes;
(b) For HeLa cells exposed to different glucose concentrations until they reach the stationary state in each
phenotype
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concentration returns to normal values, the changes can be
maintained [143].

Moreover, the entropy production rate increases when exposed
to higher extracellular glucose concentration in the three pheno-
types (see Fig. 10b).

Taking the glucose concentration like a control parameter and
replacing in Eq. (18), we have

d _Si
dt

¼ ∂ _Si
∂Glc

dGlc

dt
< 0 ð38Þ

The glucose concentration decreases because it is a reactant,
thus we have dGlc/dt < 0; therefore, we must have ∂ _Si=∂Glc > 0
(see Fig. 10b). It is noted that the production of entropy per unit of
time _Si, evaluated through Eq. (4), is indicative of the directional
character and stability of the dynamical behavior of cancer
glycolysis [141].

One of the strategies used to fight the cancer has been the
abrupt decrease of glucose concentration in the tumor microenvi-
ronment [134]. Cancer cells that develop accelerated glycolysis due
to activation of oncogenes (including Ras, Her-2, and Akt) or due
to loss of tumor suppressor function (including TCS1/2, p53,
LKB1) undergo rapid apoptosis when placed in culture conditions
with low glucose concentrations [134]. That is observed in
Fig. 10b for the three phenotypes.

Therefore, glucose deprivation must be carried out in a shorter
time than required by the tumor cells to acquire a characteristic
phenotype. In this case, the hypoglycemic phenotype which, as
shown in Fig. 10a, exhibits a higher entropy production rate, and
consequently will have a greater robustness.

It is known that the glucose deprivation markedly enhances
oxidative stress by increasing the intracellular level of ROS
[122]. ROS acts as a signal transduction messenger and can pro-
mote the proliferation or cellular death of cancer cells, depending
on the intra and extracellular condition of the antioxidant defense
mechanisms.

Cancer cells subjected to persistent endogenous and exogenous
oxidative stress were shown to develop adaptive responses, mainly
related to the upregulation and activation of the antioxidant
machine, that can contribute to cancer progression through an
array of interconnected signals, among them, activation of RAS
oncogen [144].

The bigger robustness of the hypoglycemic phenotype may be
related to the increase of levels of ROS as consequence of low
extracellular glucose concentration, and therefore is related to the
contribution of ROS to the development and cell proliferation. The
cells grown in hypoglycemic conditions could be adapted to a
ROS-resistant phenotype, and this could be maintained even if
the cells were later submitted to a high glucose concentration.
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In Fig. 11 it is observed that the reactions that show a high _Si
variation in the range of 2.5–25 mM of glucose were GLUT,
MCT1, HK, GADPH y PYK. This behavior is related to the capac-
ity of these proteins to change their flow in this range, in other
words, an increase in their reaction rate and in consequence an
increase in the entropy production rate (see Eq. (8)).

The reactions GLUT and HK exhibit high values of _Si for the
glucose concentrations of 25 mM in the three phenotypes (see
Fig. 11). This behavior was corroborated by the results of the
studio of the sensibility analysis. Sensitivity analysis [140] quantita-
tively investigates the behavior of a system as a response to changes
in parameter values.

The transporter GLUT 1 performs a fundamental roll in many
steps of cancer progression. It has been demonstrated that GLUT1
may regulate proteins that play a role in early tumor growth as well
as in cancer invasiveness and metastasis [145].

Several studies demonstrate that hexokinase, particularly the
Type II isoform (HK II), plays a critical role in initiating and
maintaining the high glucose catabolic rates of rapidly growing
tumors. Thus, it appears that hexokinase and its association with
mitochondrial protein complex may play important roles in the
essential homeostatic processes such as glucose metabolism and
apoptosis. The inhibition of HK has significant effects in the metab-
olism and cell survival [116].

4.3 The Return

of Oscillations: Cancer

Glycolysis Model

At macroscopic scales, the self-organization and the complexity
exhibited by dynamic systems are manifested through oscillations
sustained in time and/or space. In biological systems these oscilla-
tions are usual [146], and they not only guarantee robustness, but
also allow the system to perform several functions, including con-
trol and regulation.

Oscillations in yeast metabolism are well documented in the
literature [146]. However, to the best of our knowledge, there are

Fig. 11 Entropy production rate normalized values for reactions that show a high
variation in the range of 2.5–25 mM of glucose
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just two reports related to cancer glycolytic oscillations
[147, 148]. Despite the low existing information about this aspect,
we can assume as a hypothesis that cancer glycolysis is a self-
organized process far from thermodynamics equilibrium. In other
words, sustained oscillations in cancer glycolysis grant high robust-
ness and complexity. Consequently, a strategy aimed at exploiting
abnormalities in cancer glycolytic therapies would be focused on
recognizing those regions in which control parameters lead to a loss
in self-organization.

The first developed glycolysis models were made taking yeast as
experimental reference. Glycolysis in yeast exhibits periodic and
aperiodic oscillations [149]. In 1964, Higgins [150] proposed a
general oscillatory mechanism for yeast glycolytic intermediaries.
Higgins’ model has six reactions, with PFK in the center showing
this enzyme great oscillatory potential in yeast.

Sel’kov in 1968 [151] refers again to PFK oscillations, by using
a simple model of a monosubstrate enzymatic reaction with sub-
strate inhibition and product activation. In 1981, Termonia and
Ross proposed a glycolysis model for yeast, slightly more extensive,
which beholds the coupling between PFK and PYK and takes into
consideration the inhibition of the latest [152].

In 1982, Decroly and Goldbeter [153] established a model
describing the coupling between two allosteric enzymes E1 and
E2 activated by their own products. This model embraces a series
of different cases of stationary state stability, including complex
behaviors, periodic oscillations, and chaotic behavior. However,
that model is a generic one, intended for no specific biological
system. Although it refers to PFK and PYK as an example of
enzymes, that model is unable in portraying cancer as it does not
consider PYK’s inhibition by ATP.

In the 1990s, several models aroused, all of them referring to
oscillations in yeast cells [154–156], where the glycolytic mecha-
nism is in deep investigated alongside with its oscillatory behavior.

As noted before, in cancer, although there is proof of the
existence of oscillations [63, 148], to this moment, there is no
such model that, at least qualitatively, reproduces oscillatory behav-
ior in glycolysis, which would help in understanding the observed
robustness and complexity.

Based on the evidence discussed above, we propose a model
based on a simple biochemical network to describe the dynamics of
glycolytic oscillations in HeLa cancer cell lines (see Fig. 12).

The model is based on six reactions that are named after their
enzymes: HK, PFK, GAPDH, PYK, ATPase, and LDH. These
reactions have been selected by a sensitivity analysis and entropy
production rate method [106, 157], according to the glycolytic
mechanism proposed by Marı́n et al. [140] for HeLa tumor cells.
The reactions identified as HK, PFK, and PYK are known as control
points due to their condition of allosteric enzymes, which regulate
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the mechanism rate [158]. These processes have also been identi-
fied as main targets for cancer treatment [134, 159].

We developed our model (see Fig. 12) as a representation of the
dynamics of the glycolysis for HeLa cell lines on the basis of the
above-discussed experimental evidence. From the biochemical net-
work model (Fig. 12), using the classic chemical kinetics method
that applies the law of mass action, the following system of ordinary
differential equations (ODEs) was obtained:

d ATP½ �
dt

¼ �V PFK þ 4V PYK � V ATPasess

d ADP½ �
dt

¼ �VHK þ V PFK � V PYK þ V ATPases

d NAD½ �
dt

¼ �V GAPDH þ V LDH

d NADH½ �
dt

¼ V GAPDH � V LDH

d Pyr½ �
dt

¼ V PYK � V LDH

ð39Þ

Where Vi are the reaction rate and the numerical values of the
constants are obtained [160]. Fixed points, stability analysis, and
bifurcation were performed using the standard procedure [161]
and using as control parameters the concentration of Glucose (Glu)
and Inorganic phosphate (Pi).The LZ complexity [54] was calcu-
lated using the proposed algorithm by Lempel and Ziv. Figures 13
and 14 show how the LZ complexity varies for different Glucose
(Glu) and Inorganic phosphate (Pi) concentrations.

For modeling chemical network model (Fig. 12), COPASI
v. 4.6.32 software was used.

Fig. 12 Biochemical network for a mechanism for glycolysis for HeLa cell lines
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When we perform the steady-state stability analysis, we find
that the system evolves from an asymptotically stable state to a
limit cycle in the form of periodic oscillations when we decrease
the glucose concentration from 25 mM down. A similar behavior is
observed at decreasing Pi. When we reach low values of both Glu
and Pi, the system exhibits a series of unstable states that lacks
physical sense.

We can see in Fig. 15 the relation between ATP and NADH at
5 mM of Glu and 0.5 mM of Pi.

An interesting fact is that the oscillations period observed
(2–4 days) is close to the values experimentally found by Potter
[148] in rat hepatoma (six diploids and another three rat

Fig. 13 Variation of LZ complexity with glucose concentration (2.5; 5 and 25 mM)

Fig. 14 Variation of LZ complexity with inorganic phosphate concentration (0.5;
1 and 2 mM)
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hepatomas). The oscillation period is around 12 h and 2 days,
depending on feeding conditions. The oscillations’ period shown
in the model is of the same order, despite that a different kind of
cancer cell line has been used.

It can be easily recognized that higher complexity states (and
consequently higher robustness states) are found at low Pi and Glu.
When Pi concentration is increased, the system reaches less complex
states. The zone in which periodic oscillations can be found grows
thinner with increasing Glu, while the opposite happens for stable
steady states. This finding reaffirms the hypothesis that the com-
plexity and robustness of the system decreases when glucose con-
centration increases. In our model LZ complexity is thought to be a
measure of the different patterns arising in a process, and therefore
its increase correlates with the number of configurations the system
acquires. This capability is usually deemed to characterize self-
organizing systems and it is associated with increased robustness,
i.e., resilience with respect to stressing events.

Contrary to what has been observed for LZ complexity, we
obtain an increase in entropy production rate associated with
increasing glucose concentration, which coincides with results
obtained from experimental data of HeLa for different growth
conditions [141]. Similar behavior is observed for Pi. Calculations
of entropy rate production for different values of the control para-
meters show that ∂ _Si

∂Pi>0
and ∂ _Si

∂Glu>0
.

We believe that such conundrum lies its roots in the divergent
grasping of the entropy production principle [162]. As we have
shown in previous works [14, 81, 82] that if the entropy produc-
tion rate is not used as an extremal principle [163], we should
postulate that those reactions that exhibit a higher value of _Si
necessarily are fundamentals in the process [81]. This statement

Fig. 15 Limit Cycle observed for Glucose 5 mM and Inorganic Phosphate 0.5 mM
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can be considered an extension of the “Principle of Maximum
Entropy” [110].

On the other hand, we find that [26] the Prigogine Principle of
“minimal entropy production” [12], understood as an extremal or
variational principle, can be generalized for nonlinear systems far
from thermodynamics equilibrium through the Lyapunov function
[82, 81]. In this sense, the apparent contradiction abovementioned
is explained, as in this context the entropy production rate is used as
extremal principle.

In our case, we use as control parameter, Ω ¼ f(Pi, Glu), so
_Si ¼ f Pi;Gluð Þ. And we can rewrite Eq. (18) as

d _Si
dt

¼ ∂ _Si
∂Pi

dPi

dt
þ ∂ _Si
∂Glu

dGlu

dt
< 0 ð40Þ

and considering that in the glycolysis process:

Gluþ 2NADþ 2ADPþ 2Pi ¼ 2Pyrþ 2NADHþ 2Hþ þ 2ATP
þ 2H2O

It can be observed that both Glu and Pi act as reactants ∂Pi
∂t < 0

and ∂Glu
∂t < 0, so ∂ _Si

∂Ω�0
. Then it fulfills that (see Eq. (40)): d _Si

dt<0.

Those results allow us to posit that the rate of entropy produc-
tion is a Lyapunov function, i.e., shows its directional character,
behaving as “first-order” phase transition, through a supercritical
bifurcation of Andronov-Hopf. Conclusively, the process of cancer
glycolysis exhibits sustained oscillations leading to self-organization
far from thermodynamics equilibrium.

Therefore, a viable therapeutic approach exploiting abnormal-
ities in cancer glycolytic metabolism would be finding those regions
of control parameters in which self-organization is lost, leading
thus to less complex steady states. That strategy would likely repre-
sent a key to improve and identify new anti-cancer therapies in the
future.

5 Concluding Remarks

The integration of thermodynamics formalism of irreversible pro-
cess, complex systems theory, and systems biology [164] offers a
holistic view of cancer as a self-organized nonlinear dynamical
system far from thermodynamic equilibrium. In this sense, we
show how its evolution of tumor occurs as an emergent phenome-
non, as a phase transition, could be called “biologic phase transi-
tion.” In summary, it was found that:

1. A mechanism for avascular, vascular, and metastasis tumor
growth based on a chemical network model. Vascular growth
and metastasis appear as a hard phase transition type, as “first-
order,” through a supercritical Andronov–Hopf bifurcation,
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emergence of limit cycle, and then through a cascade of bifur-
cations type saddle-foci Shilnikov’s bifurcation.

2. The entropy production rate may be used as a quantitative
index of the metastatic potential of tumors.

3. A relationship between the production of entropy per unit
time, the fractal dimension, and the tumor growth rate for
human tumors cells has been derived.

4. In cancer glycolysis under hypoxia conditions, the entropy
production rate is higher than the entropy production rate of
normoxia that means more complexity and robustness. This
conduces to the thesis that the employ of any type of therapy
should be in normoxia conditions.

5. The total entropy production rate that is shown by cancer
glycolysis in the hypoglycemic phenotype is greater than
those of the other states. In fact, this metabolic condition
exhibits more robustness.

6. A kinetic model is proposed using experimental data for HeLa
tumor cells grown in hypoxia conditions which confirms the
existence of glycolytic oscillations in cancer. This allows it to
self-organize in time and space far from thermodynamic equi-
librium, and provides it with high robustness, complexity, and
adaptability. Glycolytic oscillations in cancer emerge through
an Andronov-Hopf bifurcation as a “first order” phase transi-
tion, and could be called “biologic phase transition.”

We hope to provide a better understanding of the dynamics of
the growth of cancerous tumors, resulting in better and more
effective therapies.
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45. Solé RV (2003) Phase transitions in unstable
cancer cell populations. Eur Phys J
35:117–124

46. Davies PC, Demetrius L, Tuszynski JA (2011)
Cancer as a dynamical phase transition. Theor
Biol Med Model 8:30

47. Strogatz SH (2000) Nonlinear dynamics and
chaos. Westview, Cambridge

48. Kuznetsov VA, Makalkin IA, Taylor MA, Per-
elson AS (1994) Nonlinear dynamics of
immunogenic tumors: parameter estimation
and global bifurcation analysis. Bull Math
Biol 56(2):295–321
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Chapter 9

Complexity of Biochemical and Genetic Responses Reduced
Using Simple Theoretical Models

Kumar Selvarajoo

Abstract

Living systems are known to behave in a complex and sometimes unpredictable manner. Humans, for a very
long time, have been intrigued by nature, and have attempted to understand biological processes and
mechanisms using numerous experimental and mathematical techniques. In this chapter, we will look at
simple theoretical models, using both linear and nonlinear differential equations, that realistically capture
complex biochemical and genetic responses of living cells. Even for cases where cellular behaviors are
stochastic, as for single-cell responses, randomness added to well-defined deterministic models has elegantly
been shown to be useful. The data collectively present evidence for further exploration of the self-
organizing rules and laws of living matter.

Key words Systems biology, Nonlinear dynamics, Biological networks, Oscillation, Modeling

1 Introduction

Recent estimates suggest that the human body consists of about
4 � 1013 cells across 200 cell types, covering different organs and
tissues. Within each cell, there are an estimated 20–25,000 genes,
and over 100,000 proteins and metabolites. These molecular spe-
cies, the fundamental building blocks of life, are connected through
a complex series of biochemical reaction networks that process
external information for survival and reproduction (Fig. 1)
[1]. For example, the food that an organism ingests is broken
down into various biochemicals, such as carbohydrates, proteins,
lipids, and nuclei acids through diverse reaction networks, either
spontaneously with binding partners or directed through catalytic
enzymes.

Aberrations to the highly robust biochemical networks, either
through genetic mutations or non-genetically through chronic
poor lifestyle habits, can lead to diseases and pre-mature death.
Thus, understanding the dynamic behaviors of various biochemical
networks is indispensable for biological research and good health,
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especially for overcoming diseases, where therapeutic targets can be
developed to control specific biochemical aberrations. Biochemical
network studies are also useful for understanding the origins of life,
as there have been several studies that have reproduced complex
biological properties using simple models, for example, the genera-
tion of self-organized animal skin patterns using Alan Turing’s
reaction-diffusion equations (see Subheading 5) [2]. However,
since there are trillions of possible combinatorial molecular inter-
actions with a large number of biochemicals within a cell, it is an
overwhelming task to interpret cellular responses in every aspect or
in entirety. Therefore, it is conceivable and necessary that a reduc-
tionist approach to investigating functional aspects of living systems
is taken.

The reductionist view, although is meant to simplify complex-
ities, can still be very useful. In aerospace science, the Navier-Stokes
equations highly simplify the macroscopic streamline flow of air and
do not take into account fluctuations or turbulence at the micro-
scopic scales. However, it breaks down under highly turbulent
conditions where aircraft are difficult to control, and at supersonic
speeds where thermal heating becomes a challenge. Nevertheless,
modeling the airflow using the Navier-Stokes equations has been
fundamental for the design of modern airplanes that travel at less
than the speed of sound, and has been widely adopted by the

Fig. 1 Molecular species from cells, tissues, and organs are biochemically inter-connected through large-
scale networks. Figure adapted from [1]
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aerospace industries. Similarly, in thermodynamics related to gas
flows, the ideal gas law (the popular PV¼ nRT equation), although
poses several limitations, is still widely used in the chemical indus-
tries as a good approximation to study the behavior of many gases
under various conditions. The lessons from other disciplines over
the last two centuries have indicated that simple theoretical founda-
tions under a “window” of operating conditions can be highly
beneficial to model realistic behaviors [3, 4].

In biology, the goal to simplify complex biochemical networks
using a reductionist view is also not new. In the early part of the last
century, Victor Henri, Leonor Michaelis, and Maud Menten thor-
oughly investigated enzymatic biochemical reactions, in vitro, and
developed the hyperbolic rate equation that we now popularly call
the Michaelis-Menten enzyme kinetics. Using this method, func-
tional networks of the energy metabolism, such as the glycolysis
and the Krebs cycle, have been widely studied. However, the earlier
models were plagued with the dilemma where increased accuracy in
model prediction required detailed knowledge of in vivo reaction
parameters that were too difficult to measure precisely. Most, if not
all, studies adopted in vitro experiments to determine the parame-
ter values of reaction species from an artificial environment where
the species were deliberately purified from its physiologic neigh-
bors. There have been various reports that claim the kinetic para-
meters determined through in vitro and in vivo experiments can
differ by several orders of magnitudes [5]. As a result, when com-
bining these errors into the model, the final predictions could differ
by several orders of magnitude. For example, the steady-state con-
centration of the glycolytic metabolite 3-phosphoglycerate in Try-
panosoma brucei was under-predicted by an order of 7 [6].

Despite the difficulty posed by adaptive living systems, numer-
ous mathematical techniques have been developed and used to
decipher major system-level properties in development, differenti-
ation, growth, aging, and the immune response. In this chapter,
fundamentals of simple linear models for understanding cellular
response that follow formation and depletion waves are introduced
(Subheading 2). This is followed by a review on nonlinear models
developed to recapture oscillatory responses observed in cells (Sub-
heading 3). Linear stability analysis that could be used to study the
robustness of multi-stable states of living systems is also introduced
(Subheading 4). A brief look at the reaction-diffusion equations for
spatio-temporal pattern analysis is presented in the penultimate
section (Subheading 5), followed by comments on stochasticity
and heterogeneity more recently observed in single-cell systems
(Subheading 6).
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2 Modeling Biochemical Reactions

2.1 Mass Action

Kinetics

The earliest research in biochemical reactions, around the
mid-1800s, dealt with chemical equilibrium. That is, chemical
systems where perturbation from a stable steady-state subsequently
returns to its original state are said to be in equilibrium. For
example, heating oil at room temperature and, subsequently,
removing the heat results in the temperature of the oil decay to its
original reading. This happens in a “closed” system where external
conditions, such as pressure, energy, mass, do not enter or leave the
system that is in cooling.

To illustrate mathematically, consider a simple case involving
only the decay process, that is, the point onward when a heat source
is removed. The temperature (T) that changes over time follows the
deterministic Newton’s Law of Cooling:

dT

dt
¼ �k T � T 0½ � ð1Þ

where T0 is the room temperature and k is the rate of cooling. The
minus sign indicates temperature drop in time. Equation 1 is called
an ordinary differential equation, where the rate of change of
T depends only on its concentration and a rate constant.

Now consider a closed chemical reaction of molecular species
A into B:

A ! B

The arrow indicates the equilibrium state lies far to the right,
that is, the reverse reaction (B ! A) proceeds only at an infinitesi-
mal extent and can be ignored. For every species B formed (con-
centration units in mol), an A species disappears:

d B½ �
dt

¼ �d A½ �
dt

¼ k1 A½ � ð2Þ
The constant k1 is called the rate constant and it has the unit of

per second. Here, the masses of chemicals are conserved, and the
rate constant provides a direct measure of how fast the reaction
is. The higher the k1 value, the faster the reaction. This type of
reaction is called a first-order reaction, as its rate only depends on
the first power of the reactant concentration (Fig. 2A).

A second-order reaction occurs typically when two same species
react to form a chemical product. An example:

2A!k2 A2

The rate of such a reaction is proportional to the second power
of the concentration of reactant, for the reaction can occur only
when two molecules of the same species collide:
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�d A½ �
dt

¼ k2 A½ �2 ð3Þ
where k2 is the second-order rate constant. It has dimensions of
(mol/L)�1 s�1.

A chemical reaction can also be reversible, where species A can
become species B and vice versa with different rate constants:

A$k1
k�1

B

d B½ �
dt

¼ �d A½ �
dt

¼ k1 A½ � � k�1 B½ � ð4Þ
It follows that for any system in chemical equilibrium, the rate

of an elementary reaction is proportional to the product of the
concentrations of the reacting species. These types of reactions are
called the mass-action kinetics, and Cato Maximilian Guldberg and
Peter Waage first devised them in 1864 [7].

2.2 Enzyme Kinetics In certain types of biochemical reactions, such as in metabolic
reactions, other species can involve and aid a reaction without
themselves being affected through the process. These species are
usually catalytic proteins. To consider such situations, the hyper-
bolic rate equation, which we now popularly call the Michaelis-
Menten enzyme kinetics, was introduced. This is a more sophisti-
cated form of mass-action type reaction, which considers the role of
enzymes (proteins that act as catalyst). Unlike mass-action, the
kinetics of reactions saturates at higher substrate concentrations
instead of ever increasing profile for the former.

For reactions that require catalytic enzymes, the mechanism to
account for such reactions assumes that the species A combines
with species E (catalyst or enzyme), in a reversible manner to give
complex EA, which then dissociate reversibly or react irreversibly to
produce species B while leaving E unchanged.

Substrate

Ra
te

 o
r V

el
oc

ity

A – Mass-action

B – M-M kinetics

C – Hill-type kinetics

Fig. 2 Schematic of velocity (rate) versus substrate (species) concentration for (A) mass-action, (B) Michaelis-
Menten kinetics, and (C) Hill-type allosteric reactions
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E þA$k1
k�1

EA !kcat E þ B

In this case, the rate of B formation can be shown to be (see
ref. 8 for detailed derivation):

dB

dt
¼ V max A½ �

A½ � þKM
ð5Þ

where Vmax ¼ kcat[E]t and KM ¼ kcatþk�1

k1
.

The reaction rate increases with increasing [A], approaching an
asymptotic at Vmax, when all enzymes (limiting factor) are bound to
A (Fig. 2B). [E]t is the total enzyme concentration and kcat is the
maximum number of enzymatic reactions catalyzed per second.
Subsequent work on this basic principle led to the extension of
the kinetics to represent more complex scenarios, such as multi-
substrate ping-pong and ternary-complex mechanisms [8].

There are certain classes of enzymes with multiple active sites
that alter the reaction kinetics in complex ways. For example, the
reaction activity for lower substrate concentration is inefficient
while at higher concentration the activity is highly efficient, result-
ing in S-shape reaction rates (Fig. 2C). This usually occurs through
substrate concentration-dependent conformation changes that vary
the enzyme affinity.

The commonly used allosteric reactions adopt the Hill equa-
tion, which is a modified form of the Michaelis-Menten kinetics:

dB

dt
¼ Vmax A½ �n

A½ �n þK I
ð6Þ

where n is the Hill coefficient that describes the cooperativity, and
KI is a constant that is different to KM. Note that negative or
positive cooperativity is represented when n < 1 or n > 1, respec-
tively. When n ¼ 1, the Hill equation becomes Michaelis-Menten
kinetics.

Overall, there are various forms of enzyme kinetics, depending
on the types of intermediates or co-factor affecting the overall
reactions. There are entire books just dealing with different types
of enzyme kinetics, and the details are beyond the scope of this
chapter.

2.3 From Reactions

to Networks

As the development of computing power progressed significantly in
the 1960s, there have been numerous efforts to model complete
biological network modules, such as energy metabolic pathways
and immune signaling cascades. Here, we consider a series of
chemical reactions that form pathways and networks.

Consider a closed system with n species, X ¼ (X1, X2,. . ., Xn),
that are connected through chemical reactions. Given a perturba-
tion to one of the species in the system, the resultant changes in the
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concentration of the connected species are governed by the
generalized kinetic evolution equation:

∂Xi

∂t
¼ F i X 1;X 2; . . . ;Xnð Þ, i ¼ 1, . . . ,n ð7Þ

where the corresponding vector form of Eq. 7 is ∂X
∂t ¼ F Xð Þ. F is a

vector of any nonlinear function including reaction and diffusion of
the species. Here, the partial, instead of ordinary, differential nota-
tion is used to consider diffusion processes, where the species’
concentrations could also vary with space. For simplicity, we will
now ignore the diffusion process and revert to the ordinary form,
assuming a well-mixed homogenous condition. Equation 7
becomes

dXi

dt
¼ F i X 1;X 2; . . . ;Xnð Þ, i ¼ 1, . . . ,n ð8Þ

For illustration with an example, let n ¼ 3 and each reaction be
governed by first-order mass action kinetics

X 1 !k1 X 2 !k2 X 3

Equation 8 for the above can be written as

dX 1

dt
¼ �k1 X 1½ � ð9Þ

dX 2

dt
¼ k1 X 1½ � � k2 X 2½ � ð10Þ

dX 3

dt
¼ k2 X 2½ � ð11Þ

In a closed system, as there is no exchange of species to external
environments, the total masses of all species at any time will be
constant. Also, the rates of reactions, k values, are assumed con-
stant. Therefore, the summation of the three differential equations
9 to 11 will be zero. This simplest linear system will remain stable
for all positive real values of rate constants or species concentration.
Figure 3a shows the concentrations of species with time for a
selected initial condition and parameter values.

Let us now consider the second reaction, X2 to X3, utilizes an
enzymatic catalyst (X1 to X2 remains unchanged), Eqs. 10 and 11
become:

dX 2

dt
¼ k1 X 1½ � � Vmax X 2½ �

KM þ X 2½ � ð12Þ

dX 3

dt
¼ Vmax X 2½ �

KM þ X 2½ � ð13Þ
Although the reaction kinetics has changed and follows a

hyperbolic relation, the system still remains linear and stable for

Complex Biological Responses Using Simple Models 177



Fig. 3 Simulations for (A) mass-action, (B) Michaelis-Menten (M-M) kinetics, and (C) Michaelis-Menten
kinetics with reversible reaction. The initial condition for A ¼ 1.0, B and C ¼ 0 mmol/ml for all simulations.
For (a) k1 ¼ 0.05/s and k2 ¼ 0.03/s, (b) k1 ¼ 0.05/s, Km ¼ 9, Vmax ¼ 0.5 mmol/ml s and (c) k1 ¼ 0.05/s,
Km ¼ 9, Vmax ¼ 0.5 mmol/ml s and k3 ¼ 0.1/s



any set of positive real parameter values. Note that we do not use
negative or complex numbers for parameter values for biochemical
systems. Figure 3b shows the concentrations of species with time.

To consider reversible reactions, from X3 to X2 with rate
constant k3:

X 1 !k1 X 2 $
k3
X 3

dX 2

dt
¼ k1 X 1½ � � Vmax X 2½ �

KM þ X 2½ � þ k3 X 3½ � ð14Þ

dX 3

dt
¼ Vmax X 2½ �

KM þ X 2½ � � k3 X 3½ � ð15Þ
Here, the reversible reaction is assumed to follow mass-action

kinetics to the previous situation. Figure 3c shows the concentra-
tions of species with time.

In this manner, biochemical reactions can be connected to form
complicated biological pathways and networks, where each reaction
is represented based on the detailed information available. In the
case where sufficient data are unavailable, simple mass-action kinet-
ics can be used as a first approximation to compare simulation with
experimental dynamics.

The mass-action and enzyme kinetic equations have widely
been used to model reaction pathways that are known to display
deterministic responses consisting of formation and depletion
waves. That is, when the stimulation or perturbation of cells
in vitro (in a dish) with respective biochemicals resulted in the
dynamic activation profiles of intracellular molecular species that
followed gradual increase from their initial state to reach peak
activation levels and, subsequently, decay to their original state or
a new stable state. Figure 4 gives examples observed in glycolysis,
epidermal growth factor (EGF) receptor, and toll-like receptors
(TLRs) signaling response. Although the kinetics can vary slightly
from sample to sample or dish to dish (due to technical or cellular
variability, see Subheading 6), the general average response profiles
are very well reproducible. In other words, even in complex reac-
tion networks, certain systems’ averaged properties display simple
deterministic waves.

A vast majority of cellular models today are based on mass-
action kinetics, Michaelis–Menten kinetics, or even Boolean logics.
In most circumstances, if not all, the investigations considered
“closed” system modular approach, where the models did not
include continuous exchange of materials between the internal
and external environments and, hence, chemical and thermal equi-
librium have been assumed. That is, the approaches often adopted
well-mixed, homogenous, and isothermal environment where each
reaction in the cellular network is connected through first-order,
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Fig. 4 Linear response observed in cellular dynamics. (a) Glycolysis, adapted from [9], (b) Epidermal growth
factor (EGF) signaling, adapted from [10], (c) Toll-like receptor (TLR) 3 signaling, adapted from [11] and (d) TLR
4 signaling, adapted from [12]. All species’ dynamics follow gradual increase and decrease that can be
successfully modeled using mass-action or M-M kinetics
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higher-order mass-action, enzyme kinetic equations, or simply
Boolean logics, depending on the knowledge gained for an individ-
ual reaction.

In our research, we have used the linear mass-action approach
and the law of conservation to model the dynamical responses of
innate immune [11–14] and cancer response [15–17] to distinct
perturbations (closed system approximation). In these signaling
studies, the respective models have revealed missing molecular
species, novel bypass pathways, and crosstalk mechanisms that
were experimentally verified. In addition, for TNF and TRAIL
signaling, the models have aided in identifying crucial molecules
to regulate proinflammatory and apoptotic responses, respectively.
From the successes of these studies and that of many others, it is
evident that highly complex biological networks, upon external
perturbation, can stably process their downstream information
through linear response waves [4, 18, 19].

It is interesting to note that numerous closed system linear
models have generated insightful results, especially when dealing
with population-averaged metabolic or signaling networks, despite
the fact that living systems are constantly exchanging matter and
energy to the surroundings. As such, organisms or cells should be
considered to exist far from equilibrium to achieve biological order
[20]. One important example is the ability of bacteria to exchange
pheromones during environmental threats, such as antibiotic treat-
ments, to form biofilms that are highly organized structures resis-
tant to the therapeutic intervention [21]. The biofilm example
demonstrates that the cooperative behavior of organisms can be
very different to their individual response. Thus, using the ergodic
principle or predictive deterministic approaches to understand the
majority of cellular behaviors can be questionable, and this issue has
been debated from time to time.

The following sections are devoted to more complex response
that do not follow the closed system approximation and require
more sophisticated, yet simple, nonlinear differential equations to
understand their dynamical response.

3 Nonlinear Dynamics

3.1 Periodic

Oscillations

The mass-action and enzyme kinetics equations have been largely
used to study stable equilibrium conditions, where steady-state
levels (i.e., dXi

dt ¼ 0 ) or clear formation and depletion (linear)
response waves of molecular species are observed. Under several
other conditions, self-organizing oscillatory behaviors and multi-
stable levels have been realized. Under these conditions, nonlinear
differential equation approaches have been investigated.

Periodic behaviors or biological rhythms, such as sleep and
menses cycles, have been evident since the evolution of life.
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However, the observation of periodic and synchronized oscillations
in laboratory yeast glycolysis in the late 1950s, subsequently,
brought immense focus to biochemists interested in understanding
the self-organizing response (Fig. 5) [22]. Each yeast, in a sus-
pended culture, was able to synchronize its oscillation with other
yeasts collectively to gain phase with each other. The yeast was one
of the first evidence under laboratory conditions that showed order
arising among cell cultures under carefully controlled biological
parameters (culture volume, aeration rate, fermenter agitation
rate, etc.). However, the continuous oscillations are sensitive to
laboratory conditions and can be destroyed if any of the control
parameters was not precisely maintained. Thus, in the words of
Nobel laureate Ilya Prigogine, living organisms can be considered
dissipative systems, where energy and matter are exchanged to
generate order [23].

The observation of self-organizing behaviors in simple labora-
tory experiments led many theoretical biologists to investigate
nonlinear approaches to model biological networks.

3.2 Belousov–

Zhabotinsky Reaction

and the Brusselator

While studying the Kreb’s cycle to identify an inorganic analog, Boris
Belousov, in the 1950s, accidently observed periodic spatial patterns
when he mixed citric acid, bromate, and cerium with sulfuric acid
solution (Fig. 6). Inspired by this, Anatol M. Zhabotinskii further
worked on similar self-organizing behaviors using malonic acids,
resulting in non-equilibrium thermodynamics and the establishment
of a nonlinear chemical system (Belousov–Zhabotinsky or B-Z reac-
tion), where oscillatory behavior or multi-stable states are produced
autocatalytically through feedback regulation of one of its species.

Fig. 5 Oscillatory Cellular Dynamics in Yeast. Glycolytic (NADH) oscillations are induced by adding KOH.
Figure adapted from [22]
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The B-Z reaction mechanism, a nonlinear chemical oscillator, serves
as an example for non-equilibrium thermodynamics.

The Brusselator is a simplified theory to model non-equilib-
rium, nonlinear chemical system, developed by Ilya Prigogine and
colleagues in Brussels that has been shown to reproduce the
dynamics of B-Z reactions. Although the Brusselator (named after
combining Brussels and Oscillator) considers six species in its four
chemical reactions, the solution is given only for two autocatalytic
species that can produce limit-cycle oscillations. The remaining
four species act as regulators for the self-organizing behavior.

To illustrate the six-species Brusselator:

A!k1 X 1

2X 1 þX 2 !k2 3X 1

B þX 1 !k3 X 2 þ C

Fig. 6 Belousov–Zhabotinsky (BZ) reaction dynamics. (a) The oscillations of BZ species after the induction
period, adapted from [24]. (b) BZ reaction in 2-D petri dish (left) and similar pattern found on Dictyostelium
discoideum, adapted from [25]. Copyright (2006) National Academy of Sciences, U.S.A.

Complex Biological Responses Using Simple Models 183



X 1 !k4 D

These reactions lead to the following ordinary differential
equations:

dX 1

dt
¼ k1A � k2B X 1½ � þ k3 X 1½ �2 X 2½ � � k4 X 1½ � ð16Þ

dX 2

dt
¼ k2B X 1½ � � k3 X 1½ �2 X 2½ � ð17Þ

where the rate constants k1 to k4 and species A, B are real and
positive. Note that X1 and X2 are reactant species in dimensionless

form and, generally,
P2
i¼1

dXi

dt 6¼ 0 meaning that the law of mass

conservation is not observed for the Brusselator as it considers a
non-equilibrium and nonlinear dissipative system. It can be shown
that the Brusselator can reach equilibrium state under certain con-
ditions, when X1 ¼ A, X2 ¼ (B/A) and B < 1 + A2 with all rate
constants set to 1. Figure 7 shows stable dynamics of speciesX1 and
X2 to different values of parameters, demonstrating limit-cycle and
damped oscillations.

There have also been other works, subsequently, extending the
Brusselator model, for example the Oregonator developed by Field
and Noyes [26] which considers a third autocatalytic species, to
reflect more realistic chemical dynamics of the B-Z reactions. Fun-
damentally, the other works are also based on non-equilibrium and
nonlinear conditions, to model self-organizing chemical systems
displaying emergent responses that do not show “sum of the
parts” or linear dynamics.

3.3 Goodwin Model The Brusselator was developed for chemical systems. For studying
biological rhythms considering the regulation of genes and

8 a b
7

6

5

4

3

2

1

0

1.8

1.6

1.4

1.2

0.6

0.8

1

0 5 10 15
Time (-) Time (-)

20 25 30 0 5 10 15 20 25 30

Fig. 7 Brusselator dynamics. (a) Limit cycle oscillations with X10 ¼ X20 ¼ 1, A¼ 1, B¼ 4, k1 ¼ k2 ¼ k3 ¼ 1,
(b) Damped oscillations with X10 ¼ X20 ¼ 1, A¼ 1, B ¼ 1.5, k1 ¼ k2 ¼ k3 ¼ 1. x-axis represents time and y-
axis represents concentration in arbitrary units. X1 is red while X2 is blue

184 Kumar Selvarajoo



proteins, Brian C. Goodwin developed, in 1965, a highly simplified
regulatory network with a negative feedback mechanism to display
oscillatory behaviors [27]. His coupled oscillator model simulated
synchronous locking and sub-harmonic resonance arising from the
interaction of the oscillators. By varying the coupling constants, the
Goodwin model was able to show a wide range of oscillatory
frequencies.

The single-oscillator Goodwin model is illustrated by

dX 1

dt
¼ k1

k2 þ k3 X 2½ � � k4 ð18Þ

dX 2

dt
¼ k5 X 1½ � � k6 ð19Þ

where X1 represents a mRNA while X2 is the protein coded by X1.
k1 and k5 represent the formation rate constants while k4 and k6
represent the decay or depletion rate constants of X1 and X2,
respectively. k2 and k3 control the negative regulation of X1 inde-
pendently and dependently byX2, respectively. Figure 8a shows the
suppression of X1 on X2 leads to periodic oscillatory dynamics.

To consider multiple crosstalk regulation between mRNAs and
proteins, Goodwin proposed a coupled oscillator

dX 11

dt
¼ k11

k21 þ k31 X 21½ � þ k41 X 22½ � � k51 ð20Þ

dX 12

dt
¼ k12

k22 þ k32 X 21½ � þ k42 X 22½ � � k52 ð21Þ

dX 21

dt
¼ k1 X 11½ � � k2 ð22Þ

dX 22

dt
¼ k3 X 12½ � � k4 ð23Þ

As seen from Fig. 8b–d, the Goodwin’s coupled oscillator can
be used to produce several complex oscillatory patterns according
to the parameter values chosen, compared to the one in Fig. 8a.
Therefore, the model has been investigated on numerous occasions
to understand emergent biological oscillatory and self-organizing
responses [28–30]. However, unlike the Brusselator, the Goodwin
models could not produce limit-cycle oscillation (a closed trajec-
tory observed in phase-space plots, where at least one other trajec-
tory spirals into it as time approaches infinity). Nevertheless, there
have been subsequent modifications to this model, for example by
Griffith in 1968 that overcame the limitation by making the repres-
sor term a sigmoidal Hill coefficient larger than 8 [31].

3.4 Synthetic

Biological Oscillator

To understand oscillatory behaviors in actual living systems, Elo-
witz and Leibler developed an artificial biological clock, called the
repressilator, in the bacteria Escherichia coli [32]. Starting from a
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simple six coupled linear differential equations model approximat-
ing the gene regulatory network of repressing genes, they investi-
gated the key regulatory parameters that are required to produce
unstable steady-state, resulting in regular oscillations:

dXi

dt
¼ Xi þ k1

1þ Y n
j

� k2 ð24Þ

dY i

dt
¼ �k3 Y j �Xi

� � ð25Þ
where Xi (i ¼ lacl, tetR, cl) represent mRNAs (genes) and Yj

(j ¼ λcl, Lacl, TetR) represent proteins concentrations. Figure 9a
shows the oscillations in protein concentrations with time.

Subsequently, a plasmid encoding the repressilator and a
reporter protein were constructed and inserted into the bacteria.
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Fig. 9 A synthetic biological oscillator. (a) Simulations of oscillator with initial conditions and parameters, see
insert. (b) Time-course experimental observation of growth and GFP fluorescence intensity in living E. coli
inserted with the repressilator plasmid. See ref. 32 for details. Figure adapted from [32]
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The resultant “mutated” or “synthetic” bacteria culture repro-
duced the predicted oscillatory dynamics of the model (Fig. 9b).

This work provided the first known documented evidence that
a simple ordinary differential equations based model could be used
to design artificially fused cells, whose function can be controlled in
silico prior to actual experimentations. Thus, complex behavior of
livings cells may be guided by simple rules. However, it is important
to note that livings cells are not homogenous in their behavior, or
identical in their molecular constituents. The effect of heterogene-
ity gives rise to variability in cell to cell behavior (see Subheading 6).

3.5 Bistable

Response

Biological switches play an essential part in a living system’s func-
tionality. There are times when certain genes are turned on or off
periodically to develop a functional response for survivability or
adaptability. For example, the survival pathways of immune cells
are initially activated to fight invading pathogens, and are, subse-
quently, cleared through the switching to the apoptotic pathway to
prevent chronic inflammation [4].

Collins and colleagues [33] constructed a simple genetic toggle
switch in E. coli to function as a controllable memory unit
(Fig. 10a), with the aid of a simple differential equation model,
similar to the Goodwin model with Hill coefficient:

du

dt
¼ α1

1þ vβ
� u ð26Þ

dv

dt
¼ α2

1þ uγ
� v ð27Þ

where u and v represent the concentration, and α1 and α2 are
effective synthesis rates, of repressors 1 and 2, respectively. β and γ
are the cooperativity of repression of promotors 1 and 2, respec-
tively (Fig. 10a).

In this system, two stable states are possible when inducers
1 and 2 are absent, (1) a “low” state where repressor 2 is transcribed
when repressor 1 is repressed and, (2) a “high” state where repres-
sor 1 is transcribed when repressor 2 is repressed (Fig. 10b).

In a stable position, controlling inducer concentration for the
repressed repressor causes total transcription till the active repressor
is repressed. Thus, control of inducers in the theoretical model
allows switching between two stable states.

Using the knowledge obtained from their simple model, Col-
lins and colleagues subsequently constructed two classes of toggle
switch plasmids, pTAK class (thermal inducer) and pIKE class
(chemical inducer), in E. coli and demonstrated bistability in the
expression of the tagged green fluorescent protein or GFP (see
Fig. 4 of ref. 33).
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4 Stability Consideration

Most often, biological network models that attempt to understand
any particular cellular process require knowing whether an equilib-
rium state, such as a steady-state condition or a periodic oscillation,
is stable. This is because stable and unstable equilibria can play
different roles in biology.

In the case of immune response, it is necessary that the host
invoke a response that will neutralize the invading pathogens

Fig. 10 A simple genetic toggle switch in E. coli. (a) Schematic of genetic toggle switch comprising inducers,
repressors, and promotors, (b) Simulations for different ranges of parameter values in equations 26 and 27.
See ref. 33 for details. Figure adapted from [33]
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deterministically and stably. Otherwise, the host will lose its battle
against attacks and their species will not survive for many genera-
tions. In these situations, stable models (like the ones mentioned in
Subheading 2.3) can be used to understand the response patterns.
For cell differentiation to occur, on the other hand, a cell needs to
move away from its initial equilibrium state to a new equilibrium
state pertaining to the differentiated cell. If the initial equilibrium
state is “too” stable, it will be difficult to change the cell fate. Thus,
a cell has to move from a stable to an unstable equilibrium state for
the induction of cell differentiation. For example, reprogramming
the key transcription or Yamanaka factors allows a differentiated cell
to dedifferentiate into an inducible pluripotent cell [34].

Similarly, to treat major diseases like cancer or diabetes, the
therapeutic intervention aims to change the equilibrium from an
“unhealthy” to a “healthy” state. However, the new equilibrium
state should be stable; otherwise, the treatment will not be success-
ful and the disease symptoms will persist. Therefore, depending on
the situation, it is necessary to investigate and classify equilibrium
based on stability. Thus, stability analysis can be an important aspect
of biological network modeling.

Linear models, such as those that are made up of first-order
mass-action or M-M kinetics, are always stable as long as their
parameter values are real and positive. For oscillatory or nonlinear
response, as we have seen in the Brusselator and coupled Goodwin
examples, the equilibrium states can vary and can become unstable
depending on the parameter values. Stability analysis, involving
linearization and calculating the eigenvalues of Jacobian matrices,
can be performed to check when a nonlinear model will be stable at
any particular time or for a range of parameter values.

Let us consider again the linear (first-order) mass-action chain
reactions depicted in Eqs. 9 to 11. In the Jacobian form, they can be
written as

dX

dt
¼ J δX ð28Þ

or, in Matrix form

d

dt

X 1

X 2

X 3

2
4

3
5 ¼

�k1 0 0
k1 �k2 0
0 k2 �k3

2
4

3
5 X 1

X 2

X 3

2
4

3
5 ð29Þ

To determine the stability of a system, the eigenvalues (λs) of
the Jacobian matrix are evaluated. If all λs are real and negative, the
reactions will reach a stable node (steady-state level) for each spe-
cies; otherwise, the system can follow a stable focus or become
unstable. Table 1 summarizes the conditions for different eigen-
value solutions.
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Determinant, i.e., det (J-λI), of Eq. 29, and setting it to zero to
solve for λs:

det
�k1 � λ 0 0
k1 �k2 � λ 0
0 k2 �k3 � λ

2
4

3
5 ¼ 0

) �k1 � λð Þ �k2 � λð Þ �k3 � λð Þ ¼ 0
∴λ ¼ �k1, � k2, � k3

We note that in biochemical reactions, the rates of reactions
(k values) are never negative numbers. Thus, λs for the above
condition are all negative indicating stable nodes. It can be shown
that networks of any complex configurations, connected by first-
order mass-action reactions, are highly stable if k values are
non-negative as is for biological systems.

For systems where nonlinear differential equations are used to
represent the dynamics, such as the Brusselator, the equations are
first linearized using techniques such as Taylor series. Next, stability
is analyzed at specific fixed points around a known equilibrium
point. To illustrate, let us refer back to the generalized kinetic
evolution equation in Sect. 2.3. Applying Taylor series to Eq. 7 at
X ¼ a, where a is an equilibrium point:

∂X
∂t

¼∂F Xð Þ
∂X

����
X¼a

δXþ∂F2 Xð Þ
∂X2

����
X¼a

δX2þ∂F3 Xð Þ
∂X3

����
X¼a

δX3þ . . . ð30Þ

where δX ¼ X � a is a small displacement away from the known
equilibrium point at which stability is to be evaluated. Note that F
(a) ¼ 0, by definition. Since δX is usually small, higher order terms
δX2, δX3, etc., become negligible and often ignored, leaving only
the first-order term.

Considering the species vector X (¼ X1, X2, . . ., Xn), and rate
of reaction vector F (¼ F1, F2, . . ., Fn), the Jacobian is

Table 1
Stability criteria

Eigenvalues Evaluated points Type

Real and negative Stable nodes Convergence at all conditions

Real and positive Unstable nodes Divergence at all conditions

Mixed positive and negative real parts Saddle points Mixed or asymptotic conditions

Complex numbers with negative real parts Stable focus Convergence at specific conditions

Complex numbers with positive real parts Unstable focus Divergence at specific conditions
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J ¼
∂F 1

∂X 1
� � � ∂F 1

∂Xn
⋮ ⋱ ⋮

∂Fn

∂X 1
� � � ∂Fn

∂Xn

2
6664

3
7775

Solving the determinant of this Jacobian will provide the linear
stability of a nonlinear system near an equilibrium point.

Consider the Brusselator again. For simplicity, all rate constants
are set to 1. Eqs. 16 and 17 become

dX 1

dt
¼ A þ X 1½ �2 X 2½ � � 1þ Bð Þ X 1½ � ð31Þ

dX 2

dt
¼ B X 1½ � � X 1½ �2 X 2½ � ð32Þ

The Brusselator has an equilibrium point at X1 ¼ A and
X2 ¼ B/A when Eqs. 31 and 32 are set to zero and solved. Its
Jacobian at this point is therefore

J ¼ B � 1 A2

�B �A2

� �
ð33Þ

Solving the determinant of Eq. 33 reveals

λ ¼
B �A � 1ð Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B �A � 1ð Þ2 � 4A

q
2

ð34Þ
Because A is always positive, it can be shown that the Brusse-

lator is stable when B < A2 + 1 and outside this regime, instability
or Hopf bifurcation can be achieved.

The phase-space plots are a simple and powerful way to observe
stability of a nonlinear system. They show all possible states of a
system and by observing the focus, the stability of the system can be
observed. To illustrate, by tracking the time trajectories of X1 and
X2, we can deduce the type of stability for a range of parameter
values. For example, by choosing different values of A and B, we
can achieve steady state or lose stability leading to oscillatory pat-
terns (Fig. 11).

In a similar fashion, we can also determine the stability focus of
the Goodwin model at the equilibrium point. Figure 12 shows the
phase-space plots of the Goodwin model for a range of parameter
values. From the Brusselator and Goodwin examples, understand-
ing nonlinear dynamics requires precisely tuned parameter values,
as any small variations can lead to drastic changes in dynamics or
stability.
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Fig. 11 Brusselator simulations and phase-space plots of model, (a) in Fig. 7a, (b) in Fig.7b, (c) with B¼ 1.95,
(d) with B ¼ 2.2. All other rate constants remain equal to 1.0. x-axis represents time and y-axis represents
concentration in arbitrary units for left panels, and x- and y-axes represent concentration (phase-space plots)
in arbitrary units for the right panels



5 Reaction-Diffusion Models

So far, we have considered only temporal biochemical reaction
systems that can generate complex dynamics. In certain situations,
spatial effects are also important for investigation, such as for the
understanding of self-organized pattern formation during the
developmental process. For example, how does a butterfly develop-
ment produce beautiful symmetric shapes on its wings, the spots
derived in leopard skins? Naturally, the analysis of spatial properties
should carry the spatial coordinates.
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The best-known theory used to study self-organized pattern
formation in biology is the Alan Turing’s reaction-diffusion equa-
tions [2]. It consists of two coupled reacting species:

∂X 1

∂t
¼ r1 X 1;X 2ð Þ þD1∇2X 1 ð35Þ

∂X 2

∂t
¼ r2 X 1;X 2ð Þ þD2∇2X 2 ð36Þ

where r1 and r2 are reaction terms, and D1 and D2 are diffusion
coefficients of activator-repressor species X1 and X2, respectively.

The diffusion terms are key for a biochemical system, in far
from equilibrium conditions, to undergo symmetry breaking and
form macroscopic stationary patterns. Such pattern formations are
often referred to as the Turing patterns, named after the scientist
who was first known to have developed it in 1952 [2]. Subse-
quently, there have been several types of activator-repressor reac-
tion terms that have been developed to model various spatial
patterns, according to the type of patterns (Fig. 13).

Fig. 13 Spatio-temporal patterns using reaction-diffusion equations that mimic life patterns. (a) Simulations
from Turing [2], Gierer-Meinhardt [35], and Gray-Scott models, (b) actual experimental patterns found on fish
skin and vascular mesenchymal cells. Figures adapted from [36, 37]
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Turing patterns have also been generated using the Brusse-
lator equations for the reaction terms [38]. Thus, depending on
the form of the activator-repressor reaction-diffusion system
used, diverse 2-D pattern formations can be achieved. However,
the spontaneous pattern formations are due to the instability
brought in, mainly, by the diffusion terms rather than the reac-
tion terms. In other words, stable heterogeneous patterns or
states arise from a homogenous field due to the instability caused
when the diffusive terms are very different between the two
reacting species.

6 Stochasticity and Heterogeneity

The population-wide averaging approaches, discussed so far, have
been instrumental in our basic understanding of myriad deter-
ministic biological processes such as growth, metabolism, cell
signaling, and diseases. For developmental biology, on the other
hand, the major challenge has been to understand how multi-
modal decisions are undertaken. For instance, how a single stem
or progenitor cell can produce distinct lineages, which can be
tilted even by small external perturbations? Also, it is intriguing
how genetically identical cells can produce diverse phenotypes
during cell cycle, aging, and epigenetic regulation [39]. The
cooperative behavior of microorganisms, such as Escherichia coli
and yeast, to form biofilms that enhance their survival capacity to
environmental threat, is distinct from their individual activity.
These observations on phenotypic diversity or individual to
cooperative response cannot lend itself to population-based read-
out as multiple measurements of single cells across time are
required in order to unravel the multifaceted decision capability
of the living system.

It is now known that the single-cell heterogeneity within cell
populations, measured by transcription, phosphorylation, mor-
phology, and motility, arises from a combination of intrinsic and
extrinsic elements. Stochasticity in gene or protein expression is a
result of two sources of biological noise: (1) intrinsic or “uncorre-
lated” noise; the random nature of biochemical reactions, e.g., due
to low copy numbers of intracellular molecules in a Poisson process,
and (2) extrinsic or “correlated” noise; fluctuations in other cellular
components or states that indirectly affect the expression of a
specific gene or protein [40, 41]. However, stochasticity in
mRNA and variability in protein expression are not simply due to
the effect of low copy numbers on a Poisson gene regulatory
process, but can also be due to the quantal or bursting nature of
promoter activity (Fig. 14) [42, 43]. Moreover, by varying the rates
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Fig. 14 Stochastic and bursting gene (mRNA) expression produces variable protein expressions.
Figure adapted from [43]
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of transcription and translation of a bacterial protein, it is now
known that increasing transcriptional, and not translational, noise
is responsible for the variability in reporter protein expressions
[42, 44].

In Saccharomyces cerevisiae, the control of the transcription rate
of GAL contributed to the heterogeneity of reporter yEGFP pro-
tein expression within a clonal population [45]. Moreover, it was
shown that increasing the transcriptional noise propagation in the
corresponding gene regulatory network resulted in the generation
of bistable expression states of yEGFP. This pioneering work on
actual cells is a good example of how the control of noise can
non-intuitively regulate the diversity of molecular constituents in
living systems.

In a more recent study, to understand global gene expression
noise patterns of single cells during mammalian developmental
stages, transcriptome-wide RNA-Seq expressions of oocytes to
blastocysts were investigated using high-dimensional statistical
techniques (correlation metrics, Shannon entropy, and square of
coefficient of variation) [46]. Notably, gene expression variability
increased sharply from 2-cell to 4-cell stage onward in both human
and mouse (Fig. 15a). In addition, a phase transition in noise
(square of coefficient of variation) patterns occurred between
2-cell and 8-cell stages (Fig. 15b).

Subsequently, a stochastic transcriptional model (based on
deterministic ordinary differential equations with random pro-
cesses) was developed and fitted the model to experimental noise
patterns (Fig. 15c). From the simulation results, it was concurred
that the early developmental stages were mainly dominated by low
transcriptional activity dominated by Poisson noise. The increase in
transcriptome-wide noise for the middle stage developmental cells
was due to stochastic transcriptional amplification, which generated
heterogeneity in gene expressions between individual cells. Such
heterogeneity has been shown to be necessary for cell fate diversi-
fications (see review in ref. 39). For the later stages, on top of a high
transcriptional process, the cells possess quantal activation of most
transcription factors, or are subject to more extrinsic variability such
as phenotypic diversity among individual cells. These factors
increase the general expression scatter and noise levels. Overall,
the investigations into the transcriptome-wide expressions of the
early mammalian developmental stages revealed increasing variabil-
ity and noise patterns across the mammalian development process.
This result may support the notion in chaos theory [39], where
increasing noise generated along the embryonic development pro-
cess (between 2 to 4-cell stage) may aid in generating a noisy
landscape for multi-lineage cell differentiation to proceed through
an underlying (still unknown) chaotic mechanism.
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Fig. 15 (a) Gene expression distribution between two single cells (left), Pearson correlations (top right), and
Shannon entropy (bottom right) of development cells from oocytes to blastocysts in human and mouse. (b)
Experimental and (c) Simulated noise (η2) versus mean (μ) expression patterns for each development stage in
human (top) and mouse (bottom). Figure reproduced from [46]
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7 Summary

It has been discussed for a long time whether living systems can be
mathematically conceptualized using simple theories as they possess
very complex dynamic and emergent behaviors, and many times
display unpredictable outcomes [47]. In this chapter, we have
looked at several complex response dynamics of living cells, and
have shown simple biochemical models, based on linear and non-
linear differential equations, which can be used to successfully
understand or interpret the data. For linear models, the reaction
topology rather than kinetics plays crucial and sensitive roles
[4, 19]. For nonlinear dynamics, the parameters need to be precise
or the response cannot be accurately determined due to the stability
issue. For single-cell response, stochastic modeling can be useful in
understanding the diversifying cell fates or heterogeneous
response. We, therefore, believe mathematical models will continue
to play significant roles in unlocking further secrets on the complex
behaviors of living systems.
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Chapter 10

Systems Biology Modeling of Nonlinear Cancer Dynamics

Christian Cherubini, Simonetta Filippi, and Alessandro Loppini

Abstract

Systems Biology represents nowadays a promising standard framework for natural and human sciences to
attack complicated problems involving Life. Here a particular application of such a program is discussed in
the case of Cancer, by using a basic toy model for solid tumor spread for framing together two apparently
different conceptual leading paradigms of Oncogenesis.

Key words Cancer, Systems biology, Computational biology, Mathematical modeling

1 Introduction

A quantitative description of Morphogenesis, i.e., the dynamical
process realizing development in living beings, is nowadays becom-
ing a central target not only for areas as Biology, Medicine, and
Chemistry but also for Biophysics, Biomathematics, and
Bioengineering.

Dating back from Darcy Thompson’s 1917 classic monograph
“On Growth and Form” [1] in fact a description of living beings in
geometrical (or in wider sense mathematical) terms has appeared to
be not only physically sound but also unavoidable. More recently,
systemic studies on plant morphogenesis (phyllotaxis) (see ref. 2 for
a review) have shown elegant cross bridges of group theory, geom-
etry, and number theory used to explain the elegant structures of
plants, in particular about seeds disposition and flower patterns.
Also, some populations of simple living systems as fungi and amoe-
bae form colonies whose aggregation shows complicated structures
with very high levels of complexity both in time and in space.
Similar patterns, often associated with spiral geometries, also appear
in many biological contexts as cardiac and neural dynamics for
instance [3, 4]. Strikingly, many of the phenomenologies above
depicted do not belong to the realm of Life only but are also
manifested by unanimated natural systems as oscillating chemical
reactions, atmospheric eddies, or growing crystals for instance
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[5, 6]. The lowest common denominator of all of these systems is
that they all belong to the realm of non-equilibrium thermody-
namical processes [7] subject to complex bifurcations characteriz-
ing their dissipative dynamics. During several decades, many
scientists have looked for the best physical and mathematical tools
to adopt to describe these dynamics appropriately. All of these
systems have, depending on the spatiotemporal scale involved, a
discrete structure starting from atoms up to molecules, cells, cells
aggregates, and even complex living beings populations. In this
zooming-out tale, a quantum description rapidly seems to fade
out for a classical and sometimes coherent [8, 9] one, possibly
complicated by a stochastic flavor which however can still be seen
as an echo of the underlying smaller scales quantum probabilistic
dynamics. Such a large-scale description can be quite successfully
obtained by using ordinary or partial differential equations (the
latter seen as a continuum limit for discrete systems). Variations
on the theme as stochastic or delay differential equations, as well as
integrodifferential mathematical descriptions or maps and cellular
automata, are possible (although less popular) options that can be
successfully used too (for a complete review on some of these
mathematical tools, we refer to refs. 10, 11). Partial differential
equations of Reaction-Diffusion (RD) class [12] have a long-lasting
and fruitful history in treating non-equilibrium phenomena in
chemistry and biology.

The pioneer work for using RD equations in Biology is
described in the 1952 classic article “The Chemical Basis of Mor-
phogenesis” by Alan Turing [13]. Here, by using as actors some
chemicals, known as morphogens (equivalently described as activa-
tors vs. inhibitors), a possible “toy model” explanation for animal
coat patterns appearance as well as developmental processes as
Hydra tentacles, for instance, is discussed. Turing article has been
widely recognized as the source for the interpretative paradigm
which has driven plenty of quantitative biology research in the
past 65 years.

However, another 1952 article would have shared with Tur-
ing’s the title of one of the most influential articles in quantitative
biology, i.e., the classical Hodgkin and Huxley study (Nobel Prize
awarded) on action potential propagation in nerves [14]. This work
combined both experiments and equations (of reaction-diffusion
class) to give quantitative predictions on the bioelectrical behavior
of a squid giant axon.

The wise reader would be at this stage tempted to ask at which
level and to which extent such a quantitative description of living
beings meets all the decades (in some cases centuries) of studies in
Biology and Physiology, Chemistry, and Biochemistry as well as in
Medicine. Stated—say—40 years ago, such a question would have
received an “almost none” answer. The investigation tools and the
methodologies of all of these branches of Science were at that time
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too different, and different was the technical language that scien-
tists were using to describe the same phenomenon. In short, some
decades ago Biophysics (and Biomathematics even more) was to be
seen as a niche in the broad realm of Biology. However, the situa-
tions started to change when mathematical modeling appeared to
be an extremely useful tool in the successfully understanding of
complicated underlying dynamics as in viruses for instance, espe-
cially in the case of patients’ HIV blood testing eventually leading
to an AIDS diagnosis [15]. Biophysics, Biomathematics and all the
other Biological Sciences needed to meet and possibly to merge
somewhere. Time was ready for the Systems Biology revolution
whose manifesto could be recognized to be Denis Noble’s “The
Music of Life” book [16].

The aim of Systems Biology is, by taking full advantage of the
quite recent impressive boost in performance of computers and
scientific instrumentation, to integrate different datasets from
experiments with several mathematical biophysical descriptions of
the same biological system. In particular, in a zoom-in and zoom-
out perspective, it aims to predict, control, and possibly explain Life
through an “in silico” living being. The paradigm is entirely inclu-
sive for all the Sciences involved, i.e., Biology, Chemistry, Physics,
Mathematics, Engineering, Computer Sciences, Medicine and Vet-
erinary up to Economics, Philosophy and even Sociology. A natural
question would arise at this stage: which type of biological pro-
blems would truly require the involvement of some many different
competencies to be addressed and successfully explained and con-
trolled? A natural answer comes immediately in mind: cancer for
instance.

Cancer has always constituted a central problem for human-
kind, although in the past century only two major large-scale
campaigns, in Germany in the 1930s [17] and in the US with
1971 National Cancer Act, have been initiated trying to find a
cure. This ambitious target was not reached. However, the knowl-
edge acquired became a solid background for all the subsequent
studies, in particular for a Cancer Systems Biology
formulation [18].

Cancer is believed to begin at cellular level developing somatic
mutations which result transferred from a cell to its progeny. In this
process, a failure of controls by the immune system is mainly
responsible for the tumor development, and for these reasons
cancer analyses require proper knowledge of Immunology. Inciden-
tally, similar failures occur also in the case of some Virus infections
as HIV for instance, so that in standard Immunology volumes [19]
both these pathologies are examined, sometimes highlighting pos-
sible similarities in their dynamics.

Cancers are very diversified, although in a simplified way they
can be divided into two broad families, i.e., solid and liquid ones
and in the rest of this work we shall focus on the former case.
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Cancer initiation appears to be a phenomenon which involves
some regulatory genes, which can either enhance or inhibit tumor
levels of malignancy and whose micro-scale dynamics is regulated
by mesoscale and macroscale properties and processes. Indeed,
biological tissues are somewhat ordered but complex structures
generating forces exchanged by cells in union with extracellular
matrix surrounding them. These mechanical interactions are super-
imposed to biochemical and electrical ones, in some cases even
back-reacting dynamically as it happens in cardiac tissue for
instance. All of these contributions at the end determine the geo-
metrical features of the tissue and can in many situations define
cells’ final state.

Such communication pathways at the cellular and tissue levels
have an important role in the global tissue organization so that their
impairment results in several cases to be associated with cancer
generation and progression [20, 21]. In this context, we must
point out that specific chemicals known as morphostats are experi-
mentally known [22] to drive “cell to cell” and “tissue to tissue”
communications in a way somewhat very similar to Turing’s acti-
vators and inhibitors activities. These morphostats present dynami-
cally varying concentrations in space and have a great influence on
the tissue expressed phenotype, although a clear understanding of
their underlying mechanistic dynamics is still not present.

It is natural to look for an appropriate conceptual framework
which could analyze and possibly interpret both these phenomen-
ologies. The mainstream nowadays follows as primary candidates
two theories, i.e., the Somatic Mutation Theory or SMT [23] and
the Tissue Organization Field Theory or TOFT [24, 25]. The
former deserves cancer generation to progressive DNA changes
within a single cell. This is an approach in which the main source
of cancer is the cell itself. On the other hand, in TOFT possible
carcinogen factors tend to mismatch cellular communications, in a
fashion similar to Turing morphogens’ theory.

As standard in hard Sciences, it is mandatory often to accom-
modate different perspectives based on empirical facts taking
advantage of an appropriate mathematical framework and compu-
tational resources.

In silico studies do not represent necessarily the starting point
for mathematical modeling, however. For instance, books devoted
to the study of Computational Biology [26] and Evolutionary
dynamics of cancer [27] and Mathematical Biology in general
[6, 28] offer different possible analytical approaches to describe
cancer dynamics. Together with mathematical tools previously dis-
cussed as ordinary and partial differential equations with stochastic,
delay and integrodifferential extensions, also more exotic tools as
maps and cellular automata or even the recently growing field of
complex networks applied to biology can be used to this aim
[29–31].
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Each of these has its specific advantage and limitations and
must be carefully chosen depending on the particular problem
that one wants to investigate. Another key ingredient to take into
account is the geometry on which the model lives, whether an
idealized one or a realistic domain imported in the computer
from specific biomedical datasets coming from histological,
NMR, CT scans, or others.

Traditional physicists and mathematicians often feel themselves
more comfortable with the former case, thinking about cancer for
instance as a sphere of a cube so that they can take advantage of the
geometrical symmetries to facilitate the study both analytically and
numerically. On the other hand engineers and computer scientists
are happy with complex situations. This approach takes advantage
of the incredible boost in performance of nowadays computers
which use multiprocessing technology and powerful graphic pro-
cessing units (also present in commercial smartphones, video games
consoles, smart tv, etc.), which 15 years ago were found in particu-
lar academic or industrial contexts only. While the latter situation is
more in the spirit of Systems Biology, we have to say that the
formerly described use of simplified scenarios (often called toy
models) can be extremely useful to orientate and interpret complex
numerical simulations.

2 Experimental Research

As an example, in Fig. 1 we show the simulation at a given time of a
brain cancer cells growth in a realistic NMR imported geometry.

In this work, we shall focus on a particular subset of these
possibilities, i.e. the case of solid cancer dynamics described by a
single nonlinear reaction-diffusion equation, mostly on the lines of
previous studies by some of the authors [32]. This approach,
although minimalist in its toy model nature, will accommodate
both points of view of SMT and TOFT conceptually. It moreover
represents a simple example of a Systems Biology activity which
merges somewhat together the knowledge of mathematics, bio-
physics and philosophy of science.

Specifically, the proposed model for the tumor cell concentra-
tion in space and time c t ; x; y; zð Þ ¼ c t ; x

⇀
� �

is governed by the
following reaction-diffusion type partial differential equation (∇

⇀
is

the Laplacian operator, and R ¼ F(c) is the reaction term):

∂c
∂t

þ ∇
⇀ � J⇀ ¼ R

which, by using Fick’s law for the matter flux vector J
⇀ ¼ �D∇

⇀
c,

results, in Cartesian coordinates, in:
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∂c
∂t

¼ F cð Þ þD
∂2c

∂x2
þ ∂2c

∂y2
þ ∂2c

∂z2

� �

where D is the (effective) homogeneous and isotropic diffusion
coefficient resulting from a suitable smoothing of the heteroge-
neous character of the tissue. On the other hand F(c) represents the
reaction term which accounts for the generation and disappearance
of cancer cells. The diffusive part of the equation by including
partial derivatives couples each point of tissue to the closer ones
(a communication term which is welcome in TOFT). The reaction
term instead does not contain derivatives so that it deals with what
happens to the point itself only (and internal cancer cell dynamics
which is fine for SMT). Both terms in the equation interact to have
a space-time dynamics for cancer growth. The proposed form for
the function F(c) is the simplest one, i.e. a cubic one:

F cð Þ ¼ k c � c1ð Þ c � c2ð Þ c3 � cð Þ
where c1 , c2 , c3 and k are constants with 0 < c1 < c2 < c3. In
dynamical systems theory, this is a basic way to obtain bistability.
In fact the value of species c will settle down asymptotically in time
whether to c1 (in our case this is zero corresponding to no cell

Fig. 1 Finite elements simulation at a given time of a brain cancer cells concentration concentric isosurfaces
(in different colors) in a realistic NMR imported geometry
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cancer density) or to c3 (in our case this is non-zero corresponding
to appreciable cell cancer density). The quantity c2 plays a role of a
switch in this dynamics. If cancer cells concentration c gets higher
than c2, then the fate of the point of tissue is in principle deter-
mined, and a stably dense cancer scenario there arises if diffusion
does not carry away cancer cells fast enough. On the other hand, if
the value of c is lower, the organism can avoid this pathological
situation. It is clear that in this model then c2 (in union with
diffusion which—by construction—lowers cellular population)
characterizes the role of the immune system against cancer
progression.

3 Results

The model previously described can be cast in a non-dimensional
form, a standard procedure in any numerical situation and studied
in different dimensions.

In one dimension (1D), the resulting equation is

∂C
∂T

¼ ∂2C

∂X 2
þ aC 1� Cð Þ C � αð Þ

where C is non-dimensional concentration, and X and T are
non-dimensional space and time respectively. Parameters a > 0
and 0 < α<1 describe the entire dynamics then. The 1D equation
above can be both studied analytically and numerically. In the
former case, one can find a traveling wave exact solution for an
infinite spatial domain given by

C ¼ 1

2
1þ tanh

ffiffiffi
a

p
X þ VTð Þ
2

ffiffiffi
2

p
� �	 


with constant non-dimensional velocity V ¼ ffiffi
a
2

p
1� 2αð Þ. This is a

traveling wave that transfers high concentrations of cancer cells in
regions that had before almost zero values for this species.

These equations have been numerically investigated in 1D and
2D numerical simulations, showing how a nontrivial initial data for
cancer cells leads to a tumor cells cancellation in some regions but
finally to a growth in the space of tumor mass.

Similar studies can also be performed in 3D, even in the pres-
ence of more complicated situations in which the diffusion coeffi-
cient is not a constant but a function of space and time
(inhomogeneous diffusion) instead, i.e., D ¼ D t ; x

⇀
� �

.
This is what can be done for instance in studying tumor diffu-

sion processes in the brain, a standard application of mathematical
modeling extremely useful in Neurosurgery [6, 33]. We point out
that a more realistic (but complicated) scenario would be the one in
which the diffusion coefficient is not a scalar but a matrix (diffusion

Systems Biology Modelling 209



tensor) taking into account not only heterogeneity but also anisot-
ropy [34] associated with the biological fibered structures of
tissues.

Specifically in this case the symmetric diffusion tensor results
into

bD ¼
Dxx t ; x

⇀
� �

Dxy t ; x
⇀

� �
Dxz t ; x

⇀
� �

Dyx t ; x
⇀

� �
Dyy t ; x

⇀
� �

Dyz t ; x
⇀

� �
Dzx t ; x

⇀
� �

Dzy t ; x
⇀

� �
Dzz t ; x

⇀
� �

0
BBB@

1
CCCA

so that the matter flux vector J
⇀ ¼ � bDn∇

⇀
c is not directed as the

concentration gradient anymore. Stated more technically, such a
vector is not orthogonal to the surfaces of constant cancer cells
density.

In ref. 32 however, a further relevant improvement of the
formulation just discussed was presented. Taking advantage of
modeling works on animal dispersal, in fact, the authors hypothe-
sized that cancer cells would act as a predator against prey. In
ecological models, this effect can be mathematically described in
several ways although a significant contribution can be given by
changing the diffusive dynamics as follows. If there are many ani-
mals in a given region, they tend to eat the food supplies rapidly. In
this terminology, we could think about several animal species which
eat the same food as grass for instance. Alternatively, we could talk
about lions or others eating smaller mammals. In any case, these
“eaters,” after realizing that food is becoming scarce tend to reach
zones where there are fewer competitors and almost settle down
there. This process should be a sort of random walk type. When the
random walkers are many, one can substitute the dynamics with a
diffusive one. Here, however, one must take into account that this
is not a conventional diffusive process but an anomalous one,
because when eaters are locally many, they want to diffuse away
rapidly, while when their population locally reduces, their dynamics
is of “walkabout” type, i.e., a little diffusion. In other words, we are
saying that the diffusion coefficient is a function of the concentra-
tion of the diffusive species itself, i.e., D c t ; x

⇀
� �� �

.
This mathematical modification has dramatic consequences

because it leads to a porous media type nonlinear partial differential
equation [6], which for the sake of simplicity in dimensionless form
results schematically in

∂C
∂T

¼ σ�m∇
⇀
n Cm∇

⇀
C

� �
þ F Cð Þ:

In the limit of vanishing m (here σ is a constant), this process
gives the previously discussed reaction-diffusion equation. On the
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other hand, a nonzerom creates a nonlinear equation for which the
cancer propagation front is non-smooth.

This is an interesting modification which could be tested exper-
imentally both in vitro and in vivo. The best candidate for this type
of description, always in the context of Neuro-Oncology, would be
glioblastoma multiform cancers for which many data exist both for
cultures and for NMR and TC biomedical images leading to a well-
developed and dynamic sector of mathematical oncology (see ref. 35
and references therein).

4 Notes

In the spirit of Systems Biology, we must take into account now the
fact that the presence of tumor masses, for instance in the brain,
requires substantial refinements of the mathematical modeling pre-
sented above. A growing tumor, in fact, leads to significant
mechanical effects on the underlying anatomy. Cancer moves into
a limited region, i.e., the skull, and this leads to the displacement of
anatomical structures, for instance, the ventricular cavities, which
experimentally are well known to collapse resulting in an anoma-
lous hydrodynamics for the brain. Moreover, cancer tends to infil-
trate pre-existing fibred tissues and vascularized structures,
eventually becoming necrotic and leading to an entirely new (path-
ological) anatomy which is revealed by subsequent patient’s bio-
medical imaging. The role of the model is crucial here in giving a
predictive snapshot on what will occur in patients.

Physiology too of course results affected in this quite compli-
cated developmental dynamics. A Systems Biology perspective must
be adopted again by merging these new aspects into a model
possibly (but not necessarily) described by reaction-diffusion partial
differential equations acting into space and time changing domains
ruled both by coupled nonlinear solid mechanics and microfluidics
(see for instance refs. 36, 37). The modeling could be then still
enriched by taking into account the effects of chemotherapy and
radiation therapy, ablation, immunological treatments, tempera-
ture changes, and many others.

A Systems Biology perspective of such a problem, in conclu-
sion, seems to resemble a sort of constructions toy set. Each model
can be expanded and enriched taking advantage of new ingredients
coming from advances not only in experiments and mathematics
but also in computational resources. This refinement process even-
tually should lead to updated “in silico” versions of the system
giving new insights into such a complex problem. Biological and
human sciences in this procedure surely will take advantage of a
mathematical language, mostly free of ambiguity, to find new inter-
pretative frameworks for cancer.
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29. Barrat A, Barthèlemy M, Vespignani A (2008)
Dynamical processes on complex networks.
Cambridge University Press, Cambridge

30. Giuliani A, Filippi S, Bertolaso M (2014) Why
network approach can promote a new way of
thinking in biology. Front Genet 5:83

31. Cherubini C, Filippi S, Gizzi A, Loppini A
(2015) Role of topology in complex functional
networks of beta cells. Phys Rev E 92
(4):042702

32. Cherubini C, Gizzi A, Bertolaso M, Tambone
V, Filippi S (2012) A bistable field model of
cancer dynamics. Commun Comput Phys 11
(1):1–18

33. Cherubini C, Filippi S and Gizzi A (2006)
Diffusion processes in human brain using
COMSOL multiphysics. In: Proceedings of
COMSOL Users Conference of Milan, Italy.
ISBN: 0-9766792-4-8

212 Christian Cherubini et al.



34. Crank J (1980) The mathematics of diffusion.
Oxford University Press, Oxford

35. Jackson PR, Juliano J, Hawkins-Daarud
A,·Rockne RC and Swanson KR (2015)
Patient-specific mathematical neuro-oncology:
using a simple proliferation and invasion tumor
model to inform clinical practice. Bull Math
Biol 77:846–856

36. Stylianopoulos T (2017) The solid mechanics
of cancer and strategies for improved therapy. J
Biomech Eng 139(2):1–23

37. Jain RK, Martin JD, Stylianopoulos T (2014)
The role of mechanical forces in tumor growth
and therapy. Annu Rev Biomed Eng
16:321–346

Systems Biology Modelling 213



Chapter 11

Endogenous Molecular-Cellular Network Cancer Theory:
A Systems Biology Approach

Gaowei Wang, Ruoshi Yuan, Xiaomei Zhu, and Ping Ao

Abstract

In light of ever apparent limitation of the current dominant cancer mutation theory, a quantitative
hypothesis for cancer genesis and progression, endogenous molecular-cellular network hypothesis has
been proposed from the systems biology perspective, now for more than 10 years. It was intended to
include both the genetic and epigenetic causes to understand cancer. Its development enters the stage of
meaningful interaction with experimental and clinical data and the limitation of the traditional cancer
mutation theory becomes more evident. Under this endogenous network hypothesis, we established a core
working network of hepatocellular carcinoma (HCC) according to the hypothesis and quantified the
working network by a nonlinear dynamical system. We showed that the two stable states of the working
network reproduce the main known features of normal liver and HCC at both the modular and molecular
levels. Using endogenous network hypothesis and validated working network, we explored genetic muta-
tion pattern in cancer and potential strategies to cure or relieve HCC from a totally new perspective.
Patterns of genetic mutations have been traditionally analyzed by posteriori statistical association approaches
in light of traditional cancer mutation theory. One may wonder the possibility of a priori determination of
any mutation regularity. Here, we found that based on the endogenous network theory the features of
genetic mutations in cancers may be predicted without any prior knowledge of mutation propensities.
Normal hepatocyte and cancerous hepatocyte stable states, specified by distinct patterns of expressions or
activities of proteins in the network, provide means to directly identify a set of most probable genetic
mutations and their effects in HCC. As the key proteins and main interactions in the network are conserved
through cell types in an organism, similar mutational features may also be found in other cancers. This
analysis yielded straightforward and testable predictions on an accumulated and preferred mutation
spectrum in normal tissue. The validation of predicted cancer state mutation patterns demonstrates the
usefulness and potential of a causal dynamical framework to understand and predict genetic mutations in
cancer. We also obtained the following implication related to HCC therapy, (1) specific positive feedback
loops are responsible for the maintenance of normal liver and HCC; (2) inhibiting proliferation and
inflammation-related positive feedback loops, and simultaneously inducing liver-specific positive feedback
loop is predicated as the potential strategy to cure or relieve HCC; (3) the genesis and regression of HCC is
asymmetric. In light of the characteristic property of the nonlinear dynamical system, we demonstrate that
positive feedback loops must be existed as a simple and general molecular basis for the maintenance of
phenotypes such as normal liver and HCC, and regulating the positive feedback loops directly or indirectly
provides potential strategies to cure or relieve HCC.

Key words Systems biology, Endogenous molecular-cellular network hypothesis, Nonlinear stochas-
tic dynamical system, Hepatocellular carcinoma (HCC), Stable state, Genetic mutation pattern,
Positive feedback loop, Cancer therapy, Adaptive landscape
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1 Introduction

Cancer, a popular generic term for malignant neoplasms, has been
defined as an abnormal mass of tissue the growth of which exceeds
and is uncoordinated with that of the normal tissues and persists in
the same excessive manner even after the cessation of the stimuli
which evoked the change, and the new growth has virulent or
adverse properties in the body [1]. Its exact nature is still not well
understood. Numerous theories and hypotheses on cancer genesis
and progression have been proposed during the long discourse on
this disease and the attempts to cure it. From the Renaissance to the
nineteenth century, scientific hypotheses about cancer had started
to be formed, such as cancer as chronic irritation disease, trauma
disease, infectious disease, and so on. These theories and hypothe-
sizes are obviously subjected to their limited understanding of
cancer at that time, and evidently not suitable hypotheses for
today’s perspective. Nevertheless, those efforts show changings of
paradigms in cancer research and are very useful in the development
of research programs and treatments on cancer.

During the twentieth century there was a tremendous progress
in genetics, we have gained enormous knowledge on DNA’s and
genes increased. Cancer has then been hypothesized as a genetic
disease, still the dominant dogma in the field. This genetically
centric hypothesis suggested that the genesis and progression of
cancer is caused by genetic alterations, carcinogenic factors caused
cancer by their damages to normal genome [2, 3]. Since then,
cancer research has focused on genetic and genomic aspects, such
as gene sequencing [4], oncogenes [5], suppressor genes [6].

On the other hand, away from gene focus mountains of experi-
mental evidence and theoretical analyses have suggested that
genome is not the whole story on cancer genesis and progression.
From the experimental side, evidences show that some other factors
such as microenvironment and inflammation cannot be ignored.
One pronounced instance is the seed and soil hypothesis: In 1889,
the English surgeon, Stephen Pagt, concluded his analyses of can-
cer histories borrowing a plant analogy. It states that when a plant
goes to seeding, its seeds are carried in all directions; but they can
only live and grow if they fall on congenial soil [7]. The seed in the
modern usage has been reinterpreted as progenitor cell, cancer
stem cell, or metastatic cell, and the soil as host factors, stoma, or
the organ microenvironment [7, 8]. The experimental evidence
suggested that organ microenvironment cannot be ignored in can-
cer genesis and progression. Another more direct evidence is the
study of the precursor of esophageal adenocarcinoma. By tracking
its source of precursor, recent findings suggest that certain precan-
cerous lesions, such as Barrett’s, initiate not from genetic altera-
tions but from competitive interactions between cell lineages driven
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by opportunity [9]. Based on this kind of phenomena as well as
others one may readily conclude that besides genome other factors
such as congenial soil (microenvironment) and inflammation also
play key roles in cancer genesis and progression and these factors
cannot be ignored.

From both the clinic and theoretical sides, evidences also sug-
gest that the genetic and genomic information are important but
not enough. Biological systems are characterized by the stochastic
dynamical phenomena and concepts such as adaptation [10, 11],
robustness [12, 13],phenotype switch [14, 15]. In tumors such
concepts correspond to well-documented drug resistance [16],
tremendously difficult for cancer regression [17] and genesis and
progression to tumor from normal tissue respectively. The phe-
nomena and concepts arise from the complex regulatory machin-
ery, the building blocks of the regulatory machinery including
genetic switch, feedback loops [18], double-edge effect [19, 20],
etc. A desirable method to make the biological system’s phenome-
non and concepts clear is to understand and manipulate the regu-
latory machinery quantitatively, it is also one of the biggest
challenges for contemporary biology [21–25]. It is clear that we
cannot achieve this goal just by using genetic information. Consen-
sus starts to form that complete information of the DNA sequence
of an organism will not enable us to reconstruct the regulatory
machinery quantitatively because of the many gaps between the
genotype and the phenotype. We need to reveal the regulatory
machinery behind a biological phenomenon quantitatively, which
would be of great importance for our understanding and manip-
ulating biological phenomenon, such as cancer genesis and
progression.

To meet this challenge, based on the current understanding of
biological systems, the endogenous molecular-cellular network
hypothesis for cancer genesis and progression has been proposed
[26–28]. In the following section, the key aspects of the hypothe-
sized theory and its implications will be reviewed and elaborated. In
Subheading 2.1, we will discuss the basic elements in the hypothesis
and the essential requirements. In Subheading 2.2, we applied the
endogenous molecular-cellular network hypothesis in hepatocellu-
lar carcinoma (HCC). In Subheading 2.3 and 2.4, We use the
endogenous molecular-cellular network hypothesis to quantify
and understand the genesis and progression of HCC, which sug-
gest that the stable states of the endogenous network can be used to
represent normal liver andHCC at both the modular andmolecular
levels. In Subheading 2.5, we explored a genetic mutation pattern
in cancer using the endogenous network hypothesis. In Subhead-
ing 2.6, we explored potential strategies to cure or relieve HCC.
The similarities and differences among similar proposals, along with
a few dominant cancer theories, are discussed in Subheading 3. We
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conclude in Subheading 4 that the endogenous network theory
may provide the best candidate theory to understand cancer genesis
and progression.

2 Experimental Research

2.1 Forming

Endogenous

Molecular-Cellular

Network Hypothesis

In this subsection, we discuss what would be needed for the
endogenous molecular-cellular network hypothesis on cancer gen-
esis and progression. Three important aspects of this hypothesis will
be examined in detail.

The hypothesis can be stated as follows. In order to maintain
the normal physiological function and developmental process for
tissue-specific function shaped by evolution, a minimal set of fun-
damental functional modules or pathways, for example cell cycle,
cell death, inflammation, metabolism, cell adhesion, angiogenesis,
are needed; Each module can accomplish a relatively autonomous
function, and cross-talks between modules allow one function to
influence another. At the molecular-cellular level, it is hypothesized
that the functional modules are deeply hierarchical and may be
specified by important molecular and cellular agents, such as onco-
genes, suppressor genes, and related growth factors, hormones,
cytokines, etc. The interactions between these agents form an
autonomous, nonlinear, stochastic, and collective dynamical net-
work. We have tentatively named it as the endogenous molecular–
cellular network. The endogenous network may generate many
locally stable states with obvious or non-obvious biological func-
tion. Normal state and cancer state are assumed to be the stable
states of the endogenous molecular-cellular network. The endoge-
nous network may stay in each stable state for a considerably long
time, and in certain condition, the stable states can switch between
each other. In this hypothesis, the genesis and progression of cancer
can be regarded as transition of the endogenous molecular-cellular
network from the normal stable state to the cancer state [26, 27].

With this hypothesis, biological systems will be greatly simpli-
fied, and make it possible for us to grasp andmanipulate the general
regulatory machinery of cancer genesis and progression quantita-
tively. We now discuss the three basic tenets of this hypothesis,
modularization, deeply hierarchy, and autonomous regulation,
one by one.

1. Modularization: Biological system is built by modules and cross-
talk between modules, each module can accomplish a relatively
autonomous function, and cross-talks between modules allow one
function to influence another.

A functional module is, by definition, a discrete entity whose
function is separable from those of other modules [18]. The first
evidence that supports this assumption is that functional modules
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are transplantable and conserved in different organisms, for exam-
ple, functional module cell cycle are conserved in different organ-
isms, much of what we know about cell cycle can be traced back to
basic studies in yeast cells [29, 30], cell-specific functional modules
can be transplanted into different types of cells [31, 32], four stem
cell transcription factor induced cell type switch to iPS cell, includ-
ing morphology, proliferation, surface antigens, gene expression,
epigenetic status of pluripotent cell-specific genes, and telomerase
activity [31]. These evidences directly indicated that many
biological functions are relatively autonomous, the separated func-
tional modules can accomplish its own function and of course the
modules cross-talk with each other.

Another evidence is the theoretical modes based on functional
modules verifying their predictions match reality, such as cell cycle
[13, 33], apoptosis [34]. The quantitative model, by theoretical
predications and experimental validation, is the best way to test our
understanding of biological systems. The match of predications and
reality suggest that we can adopt the concepts of autonomous
functional modules. Therefore, we argue here that the biological
system is built by modules and cross-talk between modules, each
module can accomplish a relatively autonomous function, and
cross-talks between modules allow one function to influence
another and due to this we can model the functional modules
quantitatively. It also suggests that the recognition of functional
“modules” as a critical level of biological organization is important
for our understanding of biological systems.

2. Deeply hierarchy: there are regulators that serve as decision-
marking in modules to determine module’s fate, then the regula-
tors trigger the expression of a whole battery of downstream genes
related to the decided fate. Modules and cross-talk between mod-
ules can be simplified and specified by interactions of important
proteins, the general principles will allow us to grasp and manip-
ulate the modules.

Multiple experimental evidences suggest the existence of key
regulators, for example two regulatory proteins CI and Cro regu-
late phage lambda genetic switch [35], key regulators regulate
developmental process of sea urchin [36], four transcriptional fac-
tors induce human fibroblasts to pluripotent stem (iPS) cells
[31]. The module components include Genes (DNA), mRNA,
MicroRNA, Proteins, small molecules, etc. Among all the compo-
nents proteins play special roles in the biological system, because
they are the main biological function executor, they can regulate
gene expression, and they are key regulators in signaling transduc-
tion. It is clear that functions cannot be understood by studying the
single proteins [23, 37]. Important functions arise from the regu-
latory machinery. General modules and cross-talk between modules

Endogenous Molecular-Cellular Network Cancer Theory 219



can be specified by proteins and their interactions in simplifying
modeling [38].

3. Autonomous network and intrinsic stable states: the regulatory
proteins and their interactions form a closed and decision-
making network which is responsible for the biological stable
states, we named the closed network as endogenous molecular-
cellular network. The endogenous molecular-cellular network is
shaped by evolution, normal tissue and tumor can be regarded as
intrinsic stable states.

There is a paradox in biological systems [38]: if mRNAs are
required to synthesize proteins and proteins are required, in turn,
to regulate the expression of mRNAs, then what’s the cause-and-
effect relationship of the interdependent components? The paradox
can be interpreted as the interdependent components of biological
systems forming a closed network. Mathematically, the closed net-
work forms a nonlinear autonomous dynamical system implying
many locally stable states [39, 40].

We further assume that the backbone and essential structure of
the endogenous molecular-cellular network, in other words the
regulatory machinery, would remain the same and is conserved,
because it has been shaped by millions, or even billions, years of
evolution. During the lifetime of an organism, there is a little
chance of any major modification of the essential structure of the
endogenous network for a viable cell [41]. And multiple evidences
suggest that cancer is similar to many normal physiological pro-
cesses such as wound healing, developmental process, cancer often
is called un-healing wound [42], inflammation, and aberrant devel-
opment [43]. Based on the evidence we reason that cancer may be
an intrinsic stable state in organisms shaped by evolution, cancer
state is one of the stable states of the endogenous molecular-cellular
network.

2.2 Quantitative

Implementation

of Endogenous

Molecular-Cellular

Network Hypothesis

in Hepatocellular

Carcinoma (HCC)

Endogenous molecular-cellular network hypothesis of cancer has
been proposed as an alternative picture to understand cancer
[26, 27]. Hepatocellular carcinoma (HCC) is the main primary
liver tumor, accounting for 85–90% of primary liver cancers diag-
nosed [44]. We take hepatocellular carcinoma as an example using
the endogenous molecular-cellular network hypothesis to quantify
and understand the genesis and progression of cancer.

First, we assumed that the biological system is built by a set of
functional modules and cross-talk between the modules. According
to the current understanding of cancer biology [45], a minimal set
of core functional modules (Fig. 1) to describeHCC at the systemic
level may include the cell cycle module, apoptosis module, metab-
olism module, liver-specific function module, cell adhesion mod-
ule, immune response module, and angiogenesis module
[18, 45–47]. Further, we assumed that the status of each functional
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module may be regulated by a minimal set of molecular-cellular
agents according to the accumulated molecular biology knowledge
of liver [46, 47]. The molecular-cellular agents are assumed to be
proteins, as proteins are the main cell fate decision maker via
regulating signaling transduction and gene expression.

Second, the molecular-cellular agents will interact with each
other. The activation/upregulation or inhibition/downregulation

Fig. 1 Core endogenous molecular-cellular network of hepatocyte. Cell cycle, apoptosis, metabolism,
hepatocyte-specific function, cell adhesion, immune response, and angiogenesis module were selected to
capture the essential features of hepatocyte. Each module was simplified and specified by a set of key
proteins. Interactions between the proteins, activation/up-regulation (green line), or inhibition/down-regulation
(red line) were summarized from well-documented and conserved gene regulatory network and signaling
transduction pathways. The core endogenous network of hepatocyte included 37 key proteins and
114 interactions
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among the agents was summarized from the well-documented gene
regulatory network and signaling transduction pathway that sug-
gest that the interactions have a solid biochemical basis
[46, 47]. We assume that the agents and interactions among the
agents form autonomous and decision-making network, which
suggests that the transmission of information is not one way and
there is no privileged causality in the network. To emphasize the
network is formed by the interactions of the endogenous cellular-
molecular agents shaped by evolution, we name the network as an
endogenous molecular-cellular network. The aim to establish a liver
endogenous network is to reveal the core regulatory mechanisms of
liver at the systemic level. Working endogenous network of HCC
has been established according to the hypothesis (Fig. 1). As the
key molecular-cellular agents to regulate functional modules status
and their interactions have been documented and proved to be
conserved, it seems that the working endogenous network is repro-
ducible according to the hypothesis.

It is necessary to discuss the gaps between the working endog-
enous network of the liver and the real liver. There is no doubt that
the real liver has been greatly simplified with these assumptions
above. For example, the functional modules are far more than the
selected modules here; other molecular-cellular agents such as
microRNA, metabolites, and other proteins are not considered
explicitly in the network. Thus, the simplified and incomplete
working endogenous network is by no means the only realization,
and is open to further expansion and revision. However, we will
show later that it is one of the simplest variants which may repro-
duce the main features of normal liver tissue and HCC tissue at
both the modular and molecular levels. Moreover, we will show
that solid predications can be reached by careful analysis even in this
case of partial knowledge.

2.3 Quantification

of Endogenous

Network

The quantitative description of the core endogenous molecular-
cellular network consists of a set of coupled differential equations
[48, 49]. In Fig. 1, we use CyclinD-CDK4/6 as an example to show
how to obtain the differentiation equations. Cyclin D-CDK4/6 was
upregulated by transcription factor E2F andMyc, while it was down-
regulated by C/EBPα, p21, and GSK-3β. First, we assume the
dynamical equation for the concentration or activity of CyclinD-
CDK4/6 under the influence of the protein E2F, Myc, C/EBPα,
p21, and GSK-3β takes the form in Eq. 1 [48–51]:

dCyclinD‐CDK4=6 tð Þ
dt¼ f E2F;Myc;C=EBPα; p21;GSK‐3βð Þ
� CyclinD‐CDK4=6

τcyclinD‐CDK4=6

ð1Þ
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Here, Cyclin D-CDK4/6 means the concentration or activity of
this protein. f(E2F, Myc, C/EBPα, p21, GSK ‐ 3β) means the
integrated production rate of CyclinD-CDK4, CyclinD‐CDK4=6

τcyclinD‐CDK4=6

means the degradation term of CyclinD-CDK4/6, τcyclin D ‐

CDK4/6 was the degradation constant of protein Cyclin
D-CDK4/6. We further assume that the activation of CyclinD-
CDK4/6 needs activated E2F or Myc, and at the same time inacti-
vated C/EBPα, p21, and GSK-3β. Then, the integrated production
rate of CyclinD-CDK4/6, f(E2F, Myc, C/EBPα, p21, GSK ‐ 3β),
is quantified in Eq. 2:

f E2F;Myc;C=EBPα; p21;GSK‐3βð Þ

¼ V cyclinD‐CDK4=6 �
E2F½ �
K11

� �n11 þ Myc½ �
K12

� �n12

1þ E2F½ �
K11

� �n11 þ Myc½ �
K12

� �n12

� 1

1þ C=EBPα½ �
K13

� �n13 þ p21½ �
K14

� �n14 þ GSk‐3β½ �
K15

� �n15

ð2Þ

VcyclinD ‐ CDK4/6 means the maximal production rates of pro-
tein CyclinD-CDk4, n1i and K1i are parameters of biochemical
reaction, which is used to describe the detailed weight of each
protein in regulating the production of Cyclin D-CDK4.

It is impossible to obtain all the parameters, fortunately as we
focus on the relative concentration or activity of these agents, we
can grasp the key features of the interactions and architecture by
assuming appropriate parameter values. In this framework, the
content or activity of each protein was normalized to range from
0 to 1, 0 means minimal content or activity, 1 means maximal. The
maximal production rate, VcyclinD ‐ CDK4/6, and the degradation
rate,τcyclinD ‐ CDK4/6, may be normalized as 1. We assume that n1i
¼ 3 and K1i ¼ 8 to grasp the key feature of activation or inhibi-
tion, we have validated that the values of n1i and K1i can be relaxed
without affecting the conclusions we made in this paper [49]. With
these assumptions, the equation may be simplified in Eq. 3:

d CyclinD‐CDk4=6½ �
dt

¼ 8� E2F½ �3 þ 8� Myc½ �3
1þ 8� E2F½ �3 þ 8� Myc½ �3

� 1

1þ 8� C=EBPα½ �3 þ 8� p21½ �3 þ 8� GSK‐3β½ �3
� CyclinD‐CDK4=6½ �

ð3Þ
The quantitative assumptions provide a general framework to

quantify endogenous network, the function types and parameters
can be relaxed without affecting the major conclusions. It seems
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that the relative content or activity assumptions will not affect
validation, because many experimental data such as gene expression
level is also relative. Other molecular-cellular agents in the endoge-
nous molecular-cellular network of liver are quantified in a similar
way, the endogenous molecular-cellular network of liver was trans-
formed into a set of ordinary differential equations which implies
some attractors underlying the molecular-cellular network of
liver [49].

2.4 Normal Liver

and HCC Are Stable

States of Endogenous

Network

According to the ordinary differential equations, we obtain five
attractors that may have obvious or non-obvious biological func-
tions in Table 1. Each attractor is specified by the relative content or
activity of these molecular-cellular agents. According to the expres-
sion or the activation level of these agents we can judge the status,
ON or OFF, of the functional modules in each attractor. ONmeans
the expressional or activation level of the molecular-cellular agents
supports the execution of the functional module, while OFF means
the expression of activation of these agents did not support the
execution of the functional module. In Table 1, we summarize the
status of these functional modules, including cell cycle, metabo-
lism, liver-specific function, cell death, cell adhesion, immune
response, and angiogenesis, in each attractor. On the other hand,
we also summarize the status of these functional modules in normal
liver and HCC form clinical and experimental data in Table 1
[45]. Two attractors obtained from the model have a perfect
match with normal liver and HCC respectively when comparing
model results with clinical and experimental results. So, we prelim-
inarily conclude that the two attractors of the model reproduce the
clinical normal liver and HCC.

Table 1
Model result and clinical observations at the modular level

Model results Clinical observation [45]

A B C D Normal hepatocyte Cancerous hepatocyte

Cell cycle OFF ON OFF ON OFF ON

Liver differentiation ON OFF ON OFF ON OFF

Apoptosis OFF OFF ON OFF OFF OFF

Cell adhesion ON OFF OFF OFF ON OFF

Proliferative metabolism OFF ON OFF ON OFF ON

Immune response OFF ON ON OFF OFF ON

Angiogenesis OFF ON OFF ON OFF ON

Stable states A and B reproduced the key features of normal hepatocyte and cancerous hepatocyte at the modular level
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Further, we test this preliminary conclusion at the molecular-
cellular level. First, according to the modeling result, we summarize
the relative change of each agent from the normal liver to HCC in
Table 2. Then, we summarize the relative change of each agent
from the normal liver to HCC in Table 2 according to the experi-
mental data. The experimental results are collected from two inde-
pendent ways. One is the specialist knowledge which suggests the
current biological understanding of each agent and its relative
change from normal liver to HCC, relative changes of the agents
from clinical data has also been summarized as double check
[46, 47].The other way is to analyze the high-throughput micro-
array data, checking the transcriptional change of each agent from
the normal liver to HCC [52]. The comparison shows that the
modeling results and specialist knowledge have an agreement of
88%, and have an agreement of 62%, 76%, 71% with three indepen-
dent HCC tissues respectively (NCBI ID: GSE33006) [52].

The working endogenous network is established from the
interactions determined at different contexts and by different
groups. It seems quite striking that the model and experimental
results have a perfect match at the modular level, and are coherence
at the molecular-cellular level. Consistency of validation suggests
that the present working network of liver may reproduce the key
features of normal liver and HCC. Given the heterogeneous nature
of cancer and the incomplete working network, experimental
results of certain molecular-cellular agents that do not appear to
fit this model must be expected.

We also want to point out that as it is impossible to enumerate
all the possible attractors of this high-dimensional dynamic system,
the attractors obtained here are by sampling. By sampling enough
times, we conclude that there are at least five attractors; however,
we cannot preclude the possibility that there are other attractors.
Mathematically, the structure of the endogenous molecular-cellular
network model is similar to the Morse-Smale dynamical system
[53]: it is structurally stable with a finite number of attractors and
the transitions between attractors are possible in the presence of
perturbations.

2.5 Model Prediction

Reproduces Key

Features of Cancer

Genetic Mutation Data

It has been known that dynamical equations can be used to predict
the effect of mutations. For example, a detailed analysis of muta-
tions against experiments has been performed for the core regu-
latory network of phage lambda genetic switch [54, 55]. Here, we
examined themolecular-level details of these two stable states not at
such dynamical level, but from the relative expression level side
which is less sensitive to kinetic parameters [56]. We first character-
ized the activity of each protein in a given stable state as activated or
inactivated by setting a threshold: if the activity of a protein is
greater than this threshold, we identified the protein as active,
and if lower, the protein was identified as inactive. Activated
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Table 2
Model result and experimental data at the molecular level

Model
results Experimental results

– HCC 1 HCC 2 HCC 3

Molecular agents (Gene
symbol)

– Agreement ratios
24/37 ¼ 64.9%

Agreement ratios
29/37 ¼ 78.4%

Agreement ratios
25/37 ¼ 67.6%

Cyclin D-CDK4/6
(CCND1)

Up Up Up Up

Cyclin E-CDK2
(CCNE1)

Up Up Up Up

Rb (Rb1) Down Up Down Down

E2F (E2F4) Up Up Up Up

C/EBPα (CEBPA) Down Up Down Down

Foxa2 (FOXA2) Down Up Down Down

HNF4α (HNF4A) Down Down Down Down

Fas (Fas) Up Up Up Down

Bcl-2 (BCL2) Up Down Un-change Up

XIAP (XIAP) Up Up Up Up

Bax (BAX) Un-
change

Up Down Down

Bad (BAD) Up Up Down Down

Caspase 9 (CASP 9)/
Cytchrome c (CYCS)

Un-
change

Up Un-change Un-change

Caspase 8 (CASP8) Un-
change

Up Up Up

Caspase 3 (CASP3) Un-
change

Down Up Down

E-cadherin (CDH1) Down Down Down Down

Snail (SNAIL1) Up Up Up Up

Slug (SNAIL2) Up Up Up Up

Integrin (ITGB2) Up Up Up Up

Akt (AKT3) Up Up Up Up

PTEN (PTEN) Down Down Down Un-change

HIF (HIF1A) Up Up Up Un-change

TNFα (TNF) Up Up Down Up

NF-κB (RELA) Up Down Up Up

(continued)

226 Gaowei Wang et al.



proteins in each stable state were then highlighted to reveal
sub-networks that are expected to play key roles in the establish-
ment and maintenance of the stable state. Since the activity of each
protein was normalized to range from 0 (minimal activation) to
1 (full activation), the threshold can be selected within a reasonable
range (from 0.4 to 0.6). We found that these thresholds will not
affect the main conclusions. Figure 2 showed the sub-networks of
the normal hepatocyte and cancerous hepatocyte when we set the
threshold as 0.4.

These sub-networks then provided means to directly identify a
few key features of the genetic mutation patterns in HCC. Biologi-
cally, genetic mutations can have varying effects on the function of
protein. Mutations that confer enhanced activity were defined as
gain-of-function mutations, while those that reduce or abolish
protein function were defined as loss-of-function mutations. It
was known that some random mutations in cancers were selected
and accumulated in response to phenotypic consequences
[57–59]. We reasoned that proteins that were inactive in the nor-
mal hepatocyte stable state and activate in the cancerous hepatocyte

Table 2
(continued)

Model
results Experimental results

NF-κB (Kupffer) (RELA) Up Down Up Up

IL-1 (IL1B) Up Up Up Up

IL-6 (IL6) Up Up Up Up

EGF (EGFR) Up Up Up Up

VEGF (KDR) Up Un-change Up Down

Ras (KRAS) Up Up Up Down

ERK (MAPK1) Up Up Up Down

GSK-3β (GSK3B) Down Down Down Down

β-catenin (CTNNB1) Up Up Un-change Up

Myc (MYC) Up Up Up Up

P53 (TP53) Up Down Up Down

TGF-β (TGFB2) Up Up Up Up

P21 (CDKN1A) Un-
change

Up Up Up

Relative changes of protein’s activity from stable state A to stable state B, including up, down or unchanged, obtained
from model results were listed in the second column. Relative changes of protein’s activity from normal liver to HCC

obtained from three independent gene expression data were listed in the last three columns]. Model result has agreement

ratios of 64.9%, 78.4% and 67.6% with three independent experimental data respectively)
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stable state could have a higher probability of undergoing gain-of-
function mutations in cancers, as gain-of-function of this gene can
adapt to the cancerous hepatocyte stable state and confer selective
advantages to establish and maintain the cancerous hepatocyte
stable state. For example, as shown in Table 2. Cyclin D-CDK4
was inactive in the normal hepatocyte stable state and active in the
cancerous hepatocyte stable state, and so Cyclin D-CDK4 was
identified to have a higher probability of undergoing a gain-of-
function mutation in HCC. Similarly, proteins that were active in
the normal hepatocyte stable state and inactivate in the cancerous
hepatocyte stable state were expected to have a higher probability of
undergoing loss-of-function mutations in HCC. For example, Rb
was active in the normal hepatocyte stable state and inactive in the
cancerous hepatocyte stable state, and so Rb was identified to have a
higher probability of undergoing a loss-of-function mutation in
HCC. In this way, we identified probable genetic mutations in
HCC (Table 3). We should note that there were also six proteins
whose activity did not significantly differ between the normal hepa-
tocyte stable states and cancerous hepatocyte stable states. For
example, Bax was inactive in both the normal hepatocyte stable
state and the cancerous hepatocyte stable state. In this approach, we
could not decide the probable mutation of this kind of genes.

We next compared these predicted mutated genes with the
well-documented genetic mutation data from Catalogue of
Somatic Mutations in Cancer (COSMIC) [60]. Given the hetero-
geneity of mutations in different HCC patients, and even different
regions or cells of the same HCC patient, a set of 20 top mutated

Fig. 2 Sub-networks of normal hepatocyte and cancerous hepatocyte stable states. Activated proteins and
interactions are highlighted in bold in normal hepatocyte stable state (a) and cancerous hepatocyte stable
state (b) to form different sub-networks
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Table 3
Prediction of top mutated genes in cancerous hepatocyte from model

Gene name Model result

Cyclin D-CDK4/6 Gain-of-function

Cyclin E-CDK2 Gain-of-function

Rb Loss-of-function

E2F Gain-of-function

C/EBPα Loss-of-function

Foxa2 Loss-of-function

HNF4α Loss-of-function

Fas Gain-of-function

Bcl-2/xL Gain-of-function

IAP Gain-of-function

Bax –

Bad –

Casp 9/Cytc –

Casp 8 –

Casp 3 –

E-cadherin Loss-of-function

Snail Gain-of-function

Slug Gain-of-function

Integrin Gain-of-function

Akt Gain-of-function

PTEN Loss-of-function

HIF Gain-of-function

TNFα Gain-of-function

IKK-NF-κB Gain-of-function

IKK-NF-κB (KC) Gain-of-function

IL-1 Gain-of-function

IL-6/stat Gain-of-function

EGF Gain-of-function

VEGF Gain-of-function

Ras Gain-of-function

ERK Gain-of-function

(continued)
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genes in a large number of HCC samples was chosen to reflect key
features of genetic mutation data. Four genes (TP53 (P53),
CTNNB1 (β-catenin), RB1, PTEN) can be linked to proteins in
the core network directly, whereas seven genes (AXIN1, CDKN2A,
PIK3CA, HNF1A, ATM, CREBBP, and IL6ST) can be linked to
proteins in the core network indirectly, as they have well-defined
relationships with proteins in the core network according to Kyoto
encyclopedia of genes and genomes (KEGG). These 11 proteins
that can be linked to proteins in the core network directly or
indirectly were classified into category 1 in Table 4; the remaining
9 proteins that have not been considered in the present network
were classified into category 2 in Table 4. Overall, we found that
11 of the top 20 mutated genes in HCC were included in our
analysis.

As most of the proteins and interactions in the core network of
hepatocyte are conserved in other cell types, the results obtained in
the present analysis of HCC are expected to be applicable in other
cancers. As such, we also investigated the top 20 mutated genes in
biliary tract cancer, bone cancer, breast cancer, central nervous
cancer, eye cancer, prostate cancer, skin cancer, small intestine
cancer, soft tissue cancer, stomach cancer [61]. The genes that
can be linked to proteins in the core network directly or indirectly
were classified into category 1 in Table 4. These proteins that have
not been considered in the present network were classified into
category 2 in Table 4. Strikingly, we found that 10, 13, 9, 10,
13, 12, 11, 13, 13, and 13 of the top 20 mutated genes in these
different cancers can be explained by the present core network of
the hepatocyte, respectively. Thus, the inherent core network struc-
ture, including the relative activity of the constituent proteins,
appears to capture common features relevant to the development
of cancer in other cell types as well. It should be emphasized that

Table 3
(continued)

Gene name Model result

GSK3β Loss-of-function

β-Catenin Gain-of-function

Myc Gain-of-function

P53 Gain-of-function

TGF-β Gain-of-function

P21 –

There are 24 proteins that were predicted to have gain-of-function mutation and
7 proteins that have loss-of-function mutation. Present approach could not decide the

mutation type of the reminding 6 genes (�)
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these proteins were selected without any prior knowledge of their
mutation propensity in cancer.

Moreover, the present model generated the types of aberration,
gain-of-function, or loss-of-function, of these probable mutational
genes (Table 3). We noted that experiments have identified the type

Table 4
Classification of the top 20 mutated genes in different cancers

Cancer
type Category 1 Category 2

HCC TP53, CTNNB1, AXIN1, CDKN2A,
PIK3CA, HNF1A, ATM, CREBBP,
RB1, IL6ST, PTEN

TERT, ARID1A, ARID2, KMT2C,
NFE2L2, KMT2D, PTPRB, TSC2,
SMARCA4

11/20

Biliary
tract

TP53, KRAS, CDKN2A, SMAD4,
AXIN1, CTNNB1, PIK3CA, BRAF,
CDH1, PTEN

MLL3, BAP1, IDH1, AR1D1A,
PBRM1, TERT, FBXW7, RNF43,
IDH2, GNAS

10/20

Bone TP53,CDKN2A, RB1, CTNNB1, BRAF,
AKT1, APC, KIT, NRAS, FGFR2,
KRAS, HRAS, EGFR

GNAS, IDH1, PTCH1, IDH2,,
SMARCB1, CDC73, SMO

13/20

Breast PIK3CA, TP53, CDH1, PTEN, AKT1,
RB1, ATM, NF1, APC

MLL3, GATA3, ARID1A, MED12,
KMT2D, RUNX1, AKAP9,
MAP2K4, UBR5,MYH9, BRCA1

9/20

Central
nervous

TP53, PTEN, CDKN2A, CTNNB1,
EGFR, BRAF, PIK3CA, NF1, RB1,
PIK3R1

IDH1, TERT, SMARCB1, H3F3A,
ATRX, CIC, CHEK2, PTCH1,
KMT2D, SMARCA4

10/20

Eye GNA11, RB1, BRAF, TP53, PTEN, KIT,
NRAS, CDKN2A KRAS, EGFR,
PDGFRA, MET, CTNNB1

GNAD, BAP1, SF3B1, TERT, BCOR,
FBXW7, DICER1

13/20

Prostate TP53, PTEN, KRAS, EGFR, CTNNb1,
HRAS, ATM, APC, RB1, TRRAP,
PIK3CA, BRAF

MLL3, FOXA1, KMT2D, MLL,
MED12, AKAP9, MLLT3, KDM6A

12/20

Skin BRAF, TP53, CDKN2A, FGFR3, NRAS,
HRAS, PTEN, PIK3CA, KIT,
CTNNB1, MAP2K1

TERT, PTCH1, CYLD, ARID2,
ROS1, MLL3, NF, RAC1, GNAQ

11/20

Intestine KRAS, TP53, APC, SMAD4, CTNNB1,
PIK3CA, BRAF, EGFR, KDR, NRAS,
ATM, CDKN2A, PDGFRA

GNAS, MEN1, FBXW7, PTPN11,
STK11, SMARCB1, ERBB2

13/20

Soft tissue KIT, CTNNB1, VHL, PDGFRA, TP53,
CDKN2A, APC, KRAS, HRAS, NRAS,
PTEN, PIK3CA, BRAF

SMARCB1, NF2, MED12, NF, TERT,
MEN1, GNAS

13/20

Stomach TP53, CDH1, APC, PIK3CA, CTNNB1,
KRAS, TRRAP, CDKN2A, AXIN1,
PTEN, EGFR, PDGFRA, KDR

ARID1A, MSH6, FBXW7, RNF43,
NSD1, ERBB2, GNAS

13/20

The first column denotes different cancer types. Genes in category 1 can be linked to proteins in the core network directly

or indirectly. Genes in category 2 are not considered in the present network. The last column denotes the coverage rate
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of aberration of some mutations in HCC [62] and of these, six
proteins were in the core network and five were agreed with model
prediction. A similar summary of the type of aberration of some
mutations in other cancer types [63] reveals that eight proteins
were in core network and seven were agreed with model prediction
(Table 4). This overall agreement further supports the significant
potential of this analysis to predict genetic mutations in cancer.
However, it should be mentioned that there is one disagreement
between the model and the literature. It was well known that p53
has a loss-of-function mutation in many cancers, while p53 was
predicted to have a gain-of-function mutation in our model. This
disagreement may be owing to one of two sources. First, given the
heterogeneous nature of cancer mutations and the current incom-
plete network, experimental results of certain genes which do not
appear to fit this model are expected. Second, the aforementioned
results were obtained with a threshold as 0.4. We found that p53
was one of three genes whose results are sensitive to threshold
values. Thus, the behavior of p53 may be more complex than
presently believed, as some recent studies have suggested [64].

Our analysis also affords two additional intriguing and testable
predictions. First, our model suggests that there are mutations that
can confer selective advantages to establish and maintain the nor-
mal hepatocytes phenotype: a preferred mutation spectrum in the
normal hepatocyte (Table 5). There is some evidence showing that
cells and tissues can maintain their normal phenotype in the face of
myriad mutated genes [65]. It should be biologically interesting to
determine whether there would be such a mutation spectrum in
normal liver. Second, while we have used this model to predict
mutations in cancer successfully as shown by the above analysis, it
showed that normal hepatocyte and cancerous hepatocyte are
endogenous stable states of one single endogenous network. This
indicated that there are cancers, especially at the early stage, which
can take place without major genetic alterations such as these well-
documented oncogenes and tumor suppressor genes. Indeed, there
is evidence supporting the existence of mutation-free cancer from
different standpoints [9, 66]. If firmly established, the cancer gen-
esis and procession is mechanistically completely different from that
of the cancer mutation theory.

2.6 New Cancer

Therapy Strategies

from Endogenous

Network Model

and Theory

One of the most characteristic properties of dynamical systems is
each attractor is maintained by some key molecular-cellular agents
and their interactions. Positive feedback loops provide a simple
general strategy for the establishment and maintenance of heritable
phenotype [67]. The present working model reveals that the agents
and interactions maintain normal liver and HCC by forming dis-
tinct positive feedback loops in Fig. 3 [68].

The model reveals that positive feedback loopHNF4α-C/EBP-
α-Foxa2 is responsible for the establishment and maintenance of
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Table 5
Prediction of top mutated genes in normal hepatocyte

Gene name Model result

Cyclin D-CDK4/6 Loss-of-function

Cyclin E-CDK2 Loss-of-function

Rb Gain-of-function

E2F Loss-of-function

C/EBPα Gain-of-function

Foxa2 Gain-of-function

HNF4α Gain-of-function

Fas Loss-of-function

Bcl-2/xL Loss-of-function

IAP Loss-of-function

Bax –

Bad –

Casp 9/Cytc –

Casp 8 –

Casp 3 –

E-cadherin Gain-of-function

Snail Loss-of-function

Slug Loss-of-function

Integrin Loss-of-function

Akt Loss-of-function

PTEN Gain-of-function

HIF Loss-of-function

TNFα Loss-of-function

IKK-NF-κB Loss-of-function

IKK-NF-κB (KC) Loss-of-function

IL-1 Loss-of-function

IL-6/stat Loss-of-function

EGF Loss-of-function

VEGF Loss-of-function

Ras Loss-of-function

ERK Loss-of-function

(continued)
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normal liver attractor. Biologically, HNF4α, C/EBPα, and Foxa2
are liver-enriched transcription factors which regulate the synergis-
tic transcriptional activation of hepatocyte specific genes
[47, 69]. These liver-enriched transcription factors have mutual
activations which form positive feedback loop and maintain normal
liver tissue state [47, 69].Experiments also show that fibroblasts can
be induced to functional hepatocyte-like cells by overexpressing
these liver-specific transcription factors [32].The activated
HNF4α-C/EBPα-Foxa2loop also maintains normal liver attractor
by affecting the status of other functional modules, such as sup-
pressing hepatocyte cell cycle and related metabolism [70, 71],
suppressing inflammation [70], inducing differentiation of
hepatocyte [47].

The model reveals that two positive feedback loops, RTKs/Ras,
Akt, ERK, β-catenin/Myc, HIF and TNF-α, IL-1, IL-6/NF-κB
(Kuppfer cell), are responsible for the establishment and mainte-
nance of HCC attractor. Biologically, RTKs/Ras, Akt, ERK,
β-catenin /Myc,HIF is a conserved growth-related positive feedback
loop. Receptor tyrosine kinases (RTKs) are the high-affinity cell
surface receptors including EGFR, VEGFR etc. Once activated,
RTKS will lead to downstream activation of a number of common
signaling molecules [72]. The activation of signaling pathways will
change the gene expression profiles, the changes in gene expression
in turn activate the RTKs ligands, in this way forms a positive
feedback loop to support cell proliferation [73, 74].TNF-α, IL-1,
IL-6/NF-κB (Kuppfer cell) is an inflammation-related positive feed-
back loop [75], pro-inflammatory stimuli, TNF and IL-1β, will
activate the IκB kinase (IKK), resulting in IκB phosphorylation and
leading to the nuclear entry of freed NF-κB dimmers in Kuppfer cell.
Activated Kupffer cells produce a panel of inflammatory cytokines
and growth factors including IL-1, IL-6, TNF-α, thus forming an

Table 5
(continued)

Gene name Model result

GSK3β Gain-of-function

β-catenin Loss-of-function

Myc Loss-of-function

P53 Loss-of-function

TGF-β Loss-of-function

P21 –

Twenty-four proteins in endogenous network were predicted to have a higher probabil-
ity as loss-of-function in normal liver. Seven proteins in endogenous network were

predicted to have a higher probability as gain-of-function in normal liver. This approach

cannot predict the probable mutation of the reminding six genes (–)
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inflammation-related positive feedback loop [76]. The two activated
positive feedback loops maintain HCC attractor by affecting the
status of other functional modules, such as activating cell prolifera-
tion and growth [73, 74], activating angiogenesis [74], inhibiting
cell apoptosis [73], inducing dedifferentiation [71].

One straightforward predication is that HCCmay be induced to
normal liver by inhibiting the proliferative-related feedback loops
RTKs/Ras, Akt, ERK, β-catenin/Myc, HIF and inflammation-
related feedback loops TNF-α, IL-1/NF-κB (Kuppfer cell)/TNF-α,
IL-1, IL-6, and simultaneously activating differentiated liver-specific
related loop, HNF4α /C/EBPα /Foxa2 (Fig. 3).The implication of
this strategy means that we may induce HCC to normal liver by

Fig. 3 Maintenance of normal liver and HCC by distinct positive feedback loops. (a) Liver-specific positive
feedback loop HNF4α–C/EBPα–Foxa2 is responsible for the maintenance of normal liver attractor. (b)
proliferation related positive feedback loops, RTKs–Ras, Akt, ERK, β-catenin–Myc, HIF and inflammation
related positive feedback TNF-α, IL-1, IL-6–NF-κB (in Kupffer cell), are responsible for the maintenance of
HCC attractor. HCC may be cured or relieved by inhibiting proliferation and inflammation, and simultaneously
inducing liver differentiation
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inhibiting proliferation and inflammation, and inducing “cancer cell”
differentiate into hepatocytes at the same time. There are several
reasons for recommending this combined therapy to treat HCC.
Firstl, each strategy has been successfully used to cure cancer respec-
tively [77–81]. Proliferation and inflammation-related proteins have
been approved by the US Food and Drug Administration (FDA) to
treat certain human cancer [77, 81]. Liver-specific transcription fac-
tors are overexpressed to induce HCC differentiation has shown an
anti-tumor effect [79, 80]. However, the separate treatment strate-
giesmay result in dilemma such as drug resistance [78], or just cannot
obtain favorable results in clinical practice [80]. Our predication here
reveals that we should use combined therapies, in particular we need
to induce HCC differentiation. Second, similar strategies have been
successfully used in a subtype of APL to make it from highly fatal to
highly curable [82], our predication suggests that these concepts
should be used in solid tumor. Third, clinical cases have indepen-
dently reported the spontaneous regression of HCC, some sponta-
neous regression even reported without specific treatment and
evidence of recurrence [83]; however, the spontaneous regression is
a rare event. The predicated combined strategies here may make rare
HCC spontaneous regression to a more probable phenomenon.

A second characteristic qualitative property of dynamical systems
is hysteresis, in the present context which means that the genesis and
regression is asymmetric. Expectedly, themodel reveals that inducing
a normal liver attractor to a HCC attractor may be achieved by
activating the proliferative related feedback loops, RTKs/Ras, Akt,
ERK, β-catenin/Myc, HIF and inflammation related feedback loops,
TNF-α, IL-1, IL-6/NF-κB (Kuppfer cell). However, we cannot
induce HCC to normal liver by inhibiting the two positive feedback
loops, we still need to activate liver-specific positive feedbacks loop
HNF4α/C/EBPα/Foxa2. The asymmetric genesis and regression
of HCC is also due to the positive feedbacks loops which may be
activated by consistent activation of one agent in the loop; however,
inactivation of one agent in the loops often cannot inactivate the
positive feedback loops. This mechanism may explain why many
tumors will relapse and acquire drug resistance [20, 84].

3 Discussion

3.1 Endogenous

Molecular-Cellular

Network Hypothesis

and Genetic Mutation

Hypothesis

The proposed cancer endogenous molecular-cellular network
hypothesis incorporates both genetic information and the bio-
chemical reactions among endogenous molecular-cellular agents
beyond the genomic information [26, 27]. On the genetic infor-
mation level, the present hypothesis incorporates the hypothesis
that cancer is a genetic disease. The gain and loss of functions via
genetic mutations can be simply represented by removing and
adding molecular-cellular agents or interactions in the endogenous
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network [3, 85], such manipulation can be handled by standard
procedures which pose no additional conceptual issues
[27, 49]. Beyond the genomic information, the nonlinear dynami-
cal biochemical interactions among the endogenous agents gener-
ate normal tissue attractors and cancer attractors. Due to the
nonlinear biochemical interactions beyond genomic information,
the present hypothesis holds that there is no simple one-to-one
relationship between genotype and phenotype in complex diseases
such as cancer. Instead, genotype is in general related to phenotypes
by a very complex network of biochemical reactions [86, 87]. The
genesis and progression of cancer is assumed as the transition from
the intrinsic normal state to the intrinsic cancer state. A suitable
quantity to describe such a process is the adaptive landscape [11].

Moreover, without any a priori knowledge of genetic mutation
propensity in HCC, our results show that such network-level ana-
lyses are indeed a powerful approach to enable the prediction and a
better understanding of genetic mutations in HCC. This illustrates
the usefulness of network-level analyses as a means to predict and
understand genetic mutations in cancers.

3.2 Working

Endogenous Network

and Typical

Bioinformatics

Network

The aim to establish a liver endogenous network is to reveal the
core regulatory mechanisms of HCC genesis and progression at the
systemic level. Many other high-throughput-based frameworks,
such as ENCODE project [88], also have been proposed with
similar aims. Theoretically, the regulatory mechanism can be
deduced from high-throughput data if we have enough data
[89]. Nevertheless, in reality the present genome-wide gene expres-
sion and protein interactions information are far from achieving
this goal [18, 89]. Currently, analysis of high throughput is based
more on statistics which can deduce the network topology and
correlation between these molecular-cellular agents [88]. In the
endogenous network construction, we solve this issue by making
full use of the well-documented gene regulatory network and
signaling transduction pathway which reflect our accumulated
knowledge in molecular biology of liver.

We have realized the hypothesis by establishingworking endoge-
nous network for liver. Many other high-throughput-based frame-
works also have been proposed to grasp the regulatory mechanism of
biological systems, such as transcriptomics, ENCODE project, etc.
[88]. Those frameworks play an important role in accelerating our
understanding of biological systems. Nevertheless, it is unlikely that
we can deduce the endogenous molecular-cellular network or other
higher-level descriptions of a tissue solely from genome wide infor-
mation about gene expression and physical interactions between
proteins [18, 90, 91]. The quantitative analysis of high throughput
is based on statistics, less on biological mechanism, they are often
used to deduce the network topology or correlation between these
molecular-cellular agents [88]. Comparedwith the network obtained
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from high-throughput data by statistics, the endogenous molecular-
cellular network, quantified by dynamical system, is a more ideal
framework that reveals the regulatory mechanism of cancer genesis
and progression.

Theories and hypotheses similar to the endogenous network
hypothesis have been also proposed by others. The cracks in the
cancer genetic mutation theory were also noticed and a similar
theory predicting the intrinsic inevitability of cancer was proposed
[92]. They have also been pushing along a similar qualification road
[93]. In a different study it was proposed that ionizing radiation
can give rise to similar effects through two distinct and independent
routes, genetic, and epigenetic and that phenotype is represented
by a stable attractor [94]. From the biological perspective all those
theories share the same set of considerations. One major difference
may be in quantitative formulations: To the best knowledge of the
present authors a complete and consistent framework has been
developed for the endogenous network theory. In addition, along
our quantitative development the outstanding controversy on the
adaptive landscape in evolutionary biology has been resolved [41].

More specific and related theories have also been proposed. It
was proposed that cancer is an atavistic condition that occurs when
genetic or epigenetic malfunction unlocks an ancient ‘toolkit’ of
pre-existing adaptations [95, 96]. Such a theory is clearly consistent
with the evolutionary dynamics structure embedded in the present
endogenous network theory. During last few decades there has
been a consistent effort to reveal the regulatory mechanism of
developmental process in sea urchin [36]. Such a study is another
important support to the construction of endogenous network. It
should be pointed out after many years of theoretical and experi-
mental studies, the key concepts of the endogenous network the-
ory, such as landscape and states, start to get into mainstream
biological and medical research [40, 97–100].

3.3 Quantitative

Analysis

of Endogenous

Molecular-Cellular

Network

The endogenous molecular-cellular network should be quantified
by a stochastic nonlinear dynamical system [54, 101], recent prog-
ress allows us to ignore the stochastic effects at the first step
[102, 103]. Characteristic properties of nonlinear dynamical sys-
tems declare that a distinct positive feedback loop must be existed
to maintain normal liver and HCC, in light of the assumption that
normal liver and HCC are distinct attractors of the endogenous
molecular-cellular network of liver. A vivid and graphical descrip-
tion of the dynamical system is adaptive landscape which can depict
the robustness of these attractors and the transition between the
attractors intuitively [11]. Recent progress allows us to construct
the adaptive landscape based on the endogenous molecular-cellular
network [103, 104]. A quantitative description of the endogenous
molecular-cellular network consists of a set of coupled stochastic
differential equations [54, 101], despite that we have not explicitly
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discussed the stochastic effect here. We have shown that the struc-
ture of the endogenous molecular-cellular network model is similar
to the Morse-Smale dynamical system [53]. Adaptive landscape is a
suitable quantity to describe the transition between the attractors,
the robustness of these attractors, the trajectory and escape time
from one attractor to another can be obtained from the landscape
intuitively. And recent progress on stochastic dynamical systems
[105–109] allows us to construct the adaptive landscape based on
the endogenous molecular-cellular network [110–112].

3.4 Mutation Theory

and Endogenous

Network Theory:

Further Remarks

Cancer mutation theory is essentially a statistical approach based on
associations. Logically, it is not surprising that such a theory leads
to a conclusion prevailing in the current literature: Every cancer is a
complete different disease. There are enough mutations to do such
classification: there are 109 base pairs in our genome. As a compari-
son we know that a little more than 100 chemical elements is
already enough to make up the known material world. On the
other hand, endogenous network is a biologically mechanistic
dynamical theory. It assumes one network beyond all the observed
phenomena: normal and abnormal. It is a grand unification theory
in biology. We are not there yet: after more than 10 years’ effort we
have not reached the core network stage. The results already con-
vincingly suggest a common core for all cancers, just the opposite of
naively expected from the cancer mutation theory. In our view we
have now the technology to get this one endogenous network.

Though the two theories are apparently quite different, we
have already found that the endogenous network can predict muta-
tion patterns. The predictions at the core network level are vali-
dated by experiments. We would like to point out another
important prediction validated by the recent progress in cancer
research, so far completely overlooked. In 2011 the next generation
of cancer hallmarks was proposed [45]. An examination of the new
cancer hallmarks reveals that they were already anticipated by the
endogenous network theory. “Deregulating cellular energetics,”
“avoiding immune destruction,” and “tumor promoting inflamma-
tion” were directly anticipated in the 2008 endogenous network
proposal [26]. This counts for three out of four new hallmarks. The
remaining hallmark, “genetic instability and mutations,” was dis-
cussed earlier, even quantitatively [110]. It was not regarded as the
essential part of endogenous network theory, but as one of its
consequences. The recent prediction from the endogenous net-
work theory further supports this conclusion [56].

On the other hand, sticking to cancer mutation theory can lead
to confusions. The recent much circulated work based on such an
associated study is a good example of such confusion: they are lost
when anticipated correlation was not found between cancers and
mutations [113]: In our view those experts do not really knowwhat
they are talking about, while such findings are easy to understand
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within endogenous network theory. This and other recent devel-
opments strongly suggest that we need to look for new directions,
to diversify our resource away from mutation theory.

3.5 Major Possible

Caveats

in Endogenous

Molecular-Cellular

Network Approach

Ten years ago there were two real and major problems standing on
the way to the development of research program on endogenous
network approach to cancer genesis and progression: first, whether
or not the endogenous network would really exist; and second,
whether or not there would be a functional landscape
corresponding to the nonlinear stochastic dynamics of the network.
After more than 10 years’ effort, the second problem has been
essentially solved: The corresponding functional landscape does
exist, at least in the mathematical and/or theoretical sense. This
second problem has now been replaced by a more practical and
potentially important question: For a given endogenous network,
how can we know for sure that all the major stable functional states
(and all major transition states) would have been found? If not,
some critical information on biology might have been missed. This
will be a challenging problem on the computational side for years
to come.

The first problem has not been solved very satisfactorily. We still
do not know the endogenous network for a given biological system
for sure. This will be a major effort for both experimental (cancer)
biologists and computational modelers now and in the future.
Nevertheless, it is clear that there does appear to have a common
core network for all cancers. This finding forms a workable base for
the further development. Based on the current evident, it is unlikely
that the hypothesized endogenous network would not eventually
be discovered. It may turn out even simpler than we would have
imagined: In biology we have witnessed such solutions several
times. One of the most famous is the discovery of double helix
for heredity processes: Much simpler than biologists would have
been anticipated.

4 Conclusion

Using HCC as an example we have realized the recently proposed
cancer endogenous molecular-cellular network hypothesis. The
working network of the liver was quantified by a set of nonlinear
differentiation equations. We have then demonstrated that the
working network reproduces the main features of the normal liver
and HCC at both the modular and molecular levels, as a first set of
evidence of the validity of the hypothesis. We explicitly obtain two
additional testable predications for the further validation. Specifi-
cally, (1) the potential strategies to cure or relieve HCC may be
inhibiting proliferation and inflammation, and simultaneously
inducing liver differentiation; (2) the genesis and regression of

240 Gaowei Wang et al.



HCC is asymmetric. We explicitly discuss the gaps between the
working endogenous network of liver and real liver at each step of
realization, including the basic assumptions, working network con-
struction, quantification, validations, and feasibility of the predica-
tions. In summary, these predications should be taken seriously
when designing the strategies for HCC prevention, cure, and
care. We would also suggest that the endogenous molecular-cellu-
lar network hypothesis may provide a suitable candidate, both
qualitatively and quantitatively, to understand cancer genesis and
progression.

We have discussed the basic biological considerations and the
key mathematical features behind the cancer endogenous network
theory. It is an effort to understand cancer genesis and progression
in detail. The hypothesized theory’s capturing of the underlying
autonomous regulatory machinery is reviewed against two
biological systems. By using one of the simplest and most impor-
tant organisms, the Phage lambda, we have validated hierarchical
nature for the endogenous molecular-cellular network of Phage
lambda genetic switch. The core network can quantitatively
describe the general regulatory machinery for Phage lambda’s two
important modes. Those validated insights may be used in the more
complex systems.

One of the most important applications of this hypothesis is to
understand the regulatory machinery underlying cancer genesis
and progression. Workflow to construct the endogenous
molecular-cellular network of HCC and quantitative analysis of
the network were provided. The endogenous molecular-cellular
network hypothesis suggests that cancer is an intrinsic state shaped
by evolution, the genesis and progression of cancer is the transition
from the intrinsic normal state to the intrinsic cancer state and the
progression of cancer is not arbitrary, transition from normal to
cancer needs to pass through the critical saddle points; this may
provide us with quantitative standard for early state cancer detec-
tion. With its capacity to take both the genetic and environmental
effects into consideration the endogenous network theory may
provide a best candidate, both qualitatively and quantitatively, to
understand cancer genesis and progression.
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Chapter 12

A Network-Based Integrative Workflow to Unravel
Mechanisms Underlying Disease Progression

Faiz M. Khan, Mehdi Sadeghi, Shailendra K. Gupta, and Olaf Wolkenhauer

Abstract

Unraveling mechanisms underlying diseases has motivated the development of systems biology approaches.
The key challenges for the development of mathematical models and computational tool are (1) the size of
molecular networks, (2) the nonlinear nature of spatio-temporal interactions, and (3) feedback loops in the
structure of interaction networks. We here propose an integrative workflow that combines structural
analyses of networks, high-throughput data, and mechanistic modeling. As an illustration of the workflow,
we use prostate cancer as a case study with the aim of identifying key functional components associated with
primary to metastasis transitions. Analysis carried out by the workflow revealed that HOXD10, BCL2, and
PGR are the most important factors affected in primary prostate samples, whereas, in the metastatic state,
STAT3, JUN, and JUNB are playing a central role. The identified key elements of each network are
validated using patient survival analysis. The workflow presented here allows experimentalists to use
heterogeneous data sources for the identification of diagnostic and prognostic signatures.

Key words Integrative workflow, Network-based analysis, Large-scale networks, Disease signatures,
Mathematical models

1 Introduction

To understand various processes associated with the progression of
complex diseases, systems biology-based methods usually begin
with the gathering of information from the literature and databases,
summarizing components and their interactions relevant for the
process under consideration. The information gathered is summar-
ized in interaction maps, which serve as a knowledge-base and
being machine readable is amenable to computational analysis.
Tumor is one of the complex diseases where mutated and epigenet-
ically modified genes are highly patient and tumor type dependent,
and more importantly these genes are integrated in a small set of
regulatory pathways [1–3].
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Analyzing the structure of biochemical disease networks pro-
vides useful information including network hubs, regulatory
motifs, and possibly global features like small world organization
of the system. Regulatory motifs, feedback, and feedforward loops
are a source for nonlinear regulatory behavior [4, 5], which not
only challenges human intuition but also limits the application of
conventional data analysis tools [6–8]. Moreover, for large-scale
biochemical networks a dynamical analysis is particularly difficult
with mechanistic (e.g., ODE-based) approaches from the theory of
dynamical systems. In order to exploit the advantages of large-scale
biochemical networks, in combination with mechanistic modeling,
we need integrative approaches and computational workflows to
identify disease-specific small regulatory/function modules that
can be subjected to a more detailed analysis, followed by the
prediction of molecular signatures. Exploring large-scale nonlinear
dynamical networks will remain an art form.What we are aiming for
here is a rational approach to what is effectively guesswork, forced
upon us by the wonderful complexity found in living systems.

In this chapter, we highlight and discuss an integrative work-
flow (Fig. 1) to study large-scale biochemical disease networks by
combining techniques from bioinformatics and systems biology.
Integrating experimental and clinical data with the workflow,
process-specific hypotheses can be generated and validated. In
particular, we present here a flexible and extendible workflow that
combines network structural properties with high-throughput and
other biomedical data to identify smaller modules/molecular sig-
natures for tumor-specific disease phenotypes. A mathematical
model of the identified smaller modules/molecular signatures can
be constructed to give mechanistic understanding of the disease
and propose new hypotheses, which are subject to experimental
validation. For the illustration of the workflow, we used prostate
cancer as a case study with the aim of identifying key functional
components involved in regulation and progression of primary to
metastasis transitions [9]. We construct a network for each of the
clinical states of prostate cancer based on differentially expressed

Structural
analysis

Mathematical
modelling

ValidationNetwork
construction

- Literature mining
- Databases
- Domain knowledge

- Centrality measures
- Network motifs
- Gene prioritization

- Network analysis
- Biomedical properites
- Gene expression data

Regulatory 
network
elements

- Regulatory elements
for prostrate cancer

- ODE based model
- Logic-based model
- Hybrid model

- Predictions of disease
molecular signatures

- Identification of potential 
drug targes

- Clinical data validation
- In vitro validation

Multi-objective
function

Graph theory

Interactions map - Validated molecular 
signatures

- Validated drug targets

Fig. 1 An integrative workflow to analyze large-scale biochemical disease networks
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and significantly correlated gene, miRNA and TF pairs from the
patient data. Using the workflow as shown in Fig. 1, we first
generated gene/miRNA/transcription factor regulatory networks
for primary and metastatic stages of prostate cancer and identified
key regulatory interactions responsible for the transitions from
primary to metastatic tumor stage by integrating patient-derived
gene and microRNA expression data. Analysis carried out by the
workflow revealed that HOXD10, BCL2, and PGR are the most
important factors affected in primary prostate samples, whereas, in
the metastatic state, STAT3, JUN, and JUNB are playing a central
role. The identified key elements of each network are validated
using patient survival analysis. Our integrative analyses on the
disease network also suggest that some of these molecules are
targeted by differentially expressed miRNAs which may have a
major effect on the dysregulation that led to the disease progres-
sion. We observed that in metastatic prostate tumor, five miRNAs
(miR-671-5p, miR-665, miR-663, miR-512-3p, and miR-371-5p)
are mainly responsible for the dysregulation of STAT3, an impor-
tant player in the tumor metastasis. These observations provide an
opportunity for early detection of metastasis and development of
alternative therapeutic approaches.

Ultimately, the integrative workflow discussed in this chapter
supports deciphering mechanisms underlying complex diseases. As
such, it cannot provide an exact representation of cellular events but
nevertheless guides the formation of hypotheses and their valida-
tion in experiments.

The specific objectives of this chapter are:

l Review of the existing tools and approaches for the analyses of
large-scale biochemical networks.

l Construction of prostate cancer network.

l Integrative workflow to identify tumor-specific signatures.

l Validation of the identified signatures through experiments/
clinical data.

2 Material and Methods

2.1 The Systems

Biology Approach

Biological processes are complex, involving a large variety of com-
ponents that interact in a nonlinear fashion in space and time. The
systems biology approach combines experiments with computa-
tional tools and methods to understand such complex processes
[10, 11]. We consider the systems biology approach as an interdis-
ciplinary collaboration that realizes an iterative cycle of data-driven
modeling and model-driven experimentation (Fig. 2). A research
project taking a systems biology approach often starts by gathering
information about a process from the literature and databases. This
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is organized and represented in a form of machine readable net-
work, which is the formalized representation of a large number of
individual experimental results. The network is then modeled with
suitable modeling formalisms, which after calibrating with experi-
mental data should recapitulate the biological phenomena under
consideration, is used to formulate or validate hypotheses, and is
used to support the design of new experiments. In this way, the
systems biology approach cycles into data-driven modeling and
model-driven experimentation. More specifically, we can divide
this approach into four main stages:

2.1.1 Setting the Context This step starts with the formulation of a biological question that is
investigated. For example, a general question could be what the
regulatory mechanism(s) underlying prostate tumor metastasis or
drug resistance are? This defines the project boundaries and gives
directions to collect information from the literature and databases.
This information is then converted into a machine readable format
(i.e., in the form of network) for computational analysis. With the
help of domain experts or using computational methods, project-
specific network components or modules are then chosen.

Refine/Define
a question

Choose network
visualization

Specify & 
hypothesize
mechanism(s)

Collect
information

Choose
network

components

Choose
type of
model

Design
new

experiments
Validate 

model and refine
hypothesis

Analyze
the model

Specify 
biochemical-

/physical
interaction

Mathematical 
representation

Identify 
parameter values

The
Systems Biology

Approach

Fig. 2 The systems biology approach: an iterative process of data-driven modeling and model-driven
experimentation
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2.1.2 Representation of a

Sub-/system

Mapping out the interactions among biochemical entities as a
network provides a platform for structural and dynamical analysis
of the system. A large set of network visualization tools (e.g.,
CellDesigner [12], Cytoscape [13], VANTED [14]) are used to
construct the networks, representing biological processes from
abstract to more detailed level, depending on the requirements of
biological question and available knowledge. Based on available
knowledge and the domain expert’s opinion, the interaction
mechanisms (e.g., activation or inactivation) among molecular
entities are defined or hypothesized. Depending on network size
and kinetic details, a suitable modeling formalism is chosen to
analyze the dynamics of the systems for input stimuli and different
perturbations.

2.1.3 Model Construction This step starts with the detailed description of interaction mechan-
isms providing the biochemical and biophysical information. For
example, biochemical interactions characterize the activation/inac-
tivation in terms of phosphorylation/dephosphorylation, and bio-
physical interactions describe about what enzyme or catalyst
regulates the reaction. For dynamical analyses, the interactions are
represented by a system of mathematical equations, which we refer
to as the mathematical model. Model parameter values are identi-
fied and characterized from available biological information [15]
and databases like SioABIO-RK [16] and BioModels [17].

2.1.4 Validation

and Experimentation

After the identification of model parameter values, analytical tools
(e.g., bifurcation and sensitivity analysis) are used to analyze the
model’s dynamical behavior, stability, and robustness. Then the
model is calibrated with biological data by refining its parameter
values to recapitulate the biological reality. After successful calibra-
tion of the model, new hypotheses are made using predictive simu-
lations that unravel regulatory mechanisms underlying complex
processes. Hypotheses made by model simulations need to be
validated by designing new experiments. If the model predictions
are validated by experiments, it will provide a reasonable explana-
tion of the biological phenotypes and sharpen our understanding of
the complex processes that generate them.

2.2 Network

Construction

Processes in living cells are carried out by complex interactions
among biological elements such as genes, proteins, RNAs,
mRNAs, enzymes, transcription factors, and other molecules. To
understand the mechanisms behind normal and malfunctional exe-
cution of processes (linked to diseases), it is necessary to have a
blueprint of these interactions in the form of network (i.e., vertices
connected by edges). The construction of networks is a painstaking
exercise of manual validation and encoding. Various approaches are
used to map out molecular interactions underlying certain
biological processes. A number of computational techniques have
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been developed to infer biochemical networks from high-
throughput data [18, 19]. Despite their importance, these techni-
ques face many challenges, for example false positive and false
negative interactions are one of the main challenges that influence
the results of inference. On the other hand, machine learning
algorithms for inference are complex; but simple methods, like
Naive Bayes, may not work well for complex situations, they are
slow to train and prone to overfit [19]. A more detailed and highly
focused network, centered around particular disease [20, 21] or
process [22–24], can be constructed by expert domain knowledge
(functional and structural information), diligent manual search for
published literature, and publically available databases (see Table 1
for some of available databases for retrieving interaction for differ-
ent types of biochemical networks). To avoid the laborious manual
curation for network construction, some methods are developed to
automatically reconstruct networks by retrieving interactions or
sub-networks from existing maps and models [25, 26]. Combining
automatic reconstruction with domain knowledge, manual search
of literature and databases would provide a reasonable strategy to
construct detailed and fully annotated large-scale biochemical net-
works (see Fig. 3).

All these maps are a formalized representation of information
that can subsequently be analyzed with computational algorithms.
They are organized interactions knowledge-bases which help in:
(1) Gathering disperse information about complex biological sys-
tems at one place. (2) Managing and organizing information in a
standard pathway diagram format that is helpful to conceptually
analyze and intuitively visualize the network components. (3) Provide
information about the interactions to develop hypothesis that can
experimentally be tested. (4) Provide a foundation to derive simula-
tion models to analyze the dynamics of interacting components.
Their structural analysis allows the identification of functional mod-
ules [1–3], regulatory motifs [4, 5], and hub nodes [5, 27–29] along

Table 1
Important databases for retrieving interactions for various biochemical interactions

Type of network Databases

Gene regulatory networks
(GRN)

KEGG, TRANSFAC, TRED, TransPath

Metabolic networks KEGG, BioCyc, MetaCyc, BRENDA, BiGG, metaTIGER

Protein-protein
interaction (PPI)

BioGrid, HPRD, STRING, IntAct, DIP, MIPS

Signal transduction
networks (STN)

PID, BioCarta, SPIKE, WikiPathways, CST Signaling Pathways, The Cell
Collective, iHOP, SignaLink, NetPath

MicroRNA interaction
network

miRecords, TarBase, miRTarBase, miRWalk, miRGen, TransmiR, UCSC
browse
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with critical interactions that might be critical for specific phenotype.
The network-based approach with the aim of getting insights into
the mechanisms underlying processes dysregulated in diseases is
almost the “state of the art” now. For example, Matsuoka et al.
created a large detailed pathway map of influenza A virus replication
cycle [20]. The map is annotated with around 500 scientific articles
and includes information from already developed influenza maps and
incorporate pathways information from KEGG, PANTHER, and
Reactom databases. This study was intended to develop a broader
picture of functional mechanism of influenza A virus and its asso-
ciated host response. Further, the map was used for in silico analysis
to identify several critical targets for influenza A virus life cycle.
Calzone et al. constructed a comprehensive map of RB/E2F path-
way interactions in the regulation of cell cycle [23]. It contains more
detailed and systematic information than any general purpose data-
bases about the study and serves as a knowledge-base. They identi-
fied different structural modules in the map based on clusters of
relevant cycles in the reaction graph.

Standard represetation in
CellDesigner/VANTED

Literature
Gene ´A´
activates 
gene ´B´

Domain knowledge

Methods for 
automatic map 

construction

+

Pathway
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Databases
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miRTarBase

Network construction
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represetation in
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Fig. 3 Scheme for biochemical network construction. More detailed and highly
focused networks, centered around a particular disease or process, can be
constructed by expert domain knowledge (functional and structural information),
diligent manual search of published literature, and publically available databases
(e.g., HPRD, IntAct, DIP, BioCyc, KEGG, REACTOME, and miRTarBase)
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2.3 Network

Analysis

After gathering and managing information regarding biological
systems in the form of interactions networks, structural and dyna-
mical analysis provides useful information about the network archi-
tecture and the dynamics of regulatory pathways. The structural
analysis of networks allows the identification of functional modules,
regulatory motifs (including feedback and feed-forward loops), and
node properties (including node degree (ND) and betweenness
centrality (BC)). In biochemical networks, nodes can be protein,
gene, miRNA, etc. Modules are the aggregations of the densely
interconnected neighboring nodes. It is observed that the func-
tionally related nodes are located in close proximity and thus form
functional modules [30, 31]. These functionally related genes
could be associated with the same biological pathway and have
similar effects on certain disease phenotype (which fits to the prov-
erb “guilt by association”) and may be targeted by structurally
similar drugs [32, 33].

Biological networks are enriched in recurring structural pat-
terns called motifs. Network motifs are the interacting patterns that
recur significantly more often than in random networks [4]. These
motifs are sort of small molecular circuitry that the cell uses to
process information and governing dynamic response to external or
internal fluctuations [34, 35]. Feedback and feedforward loops
(FBL and FFL) are the important regulatory network motifs. Feed-
back loops are characterized by direct/indirect inhibition/activa-
tion of a node by its own target, e.g., Fig. 4a, b show the indirect
activation/inhibition of node “X” by its own target. FBLs can be
either positive or negative depending on the parity of negative links
in the loop. If parity is odd the FBL is negative (Fig. 4a) and if it is
even then the FBL is positive (Fig. 4b). Feedforward loops are
characterized by interactions in which a node is a mutual target of
a node and its target, e.g., in Fig. 5a, b where “X” regulates “Y,”
and then “X” and “Y” mutually target “Z.” FFLs can either be
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Fig. 4 Representation of all possible feedback loops (either positive or negative)
in a three-node network
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coherent or in-coherent depending on the parity of negative links in
the loop. FFL is coherent (Fig. 5a) if the parity is even and it is
in-coherent (Fig. 5b) when the parity is odd.

As sets of genes involved in certain phenotypes are highly
interconnected and regulate each other through coherent and
incoherent regulatory loops (motifs) from different pathways, the
analysis of these can provide insights into the structure and dynam-
ics of the network [5, 35] followed by the identification of disease
biomarkers [36, 37].

The other important network topological parameter of a node
is betweenness centrality, which indicates the sum of the number of
shortest paths from all vertices to all others pass through that node.
Node with high BC serves as a gate keeper in the communication
between different components in a network, for example in Fig. 6
node “A” connects the left and right parts of a network, so it gets
a highest BC value [38] which is a non-intuitive behavior and
plays a crucial role in controlling the dynamics of a system
[4, 34]. Node properties have a significant role in the network
topology [5, 27–29]. For example, networks with degree (number
of edges connected to a node) distribution follow a power law
P(ND) ~ (ND)�r, where r is an approximated parameter whose
value ranges in 2 � r < 3, called scale-free networks. There are two
important characteristics of scale-free networks; first they contain
“hubs,” nodes comprising many more connections than others;
second due to hubs, these networks are heterogeneous in terms
of node degree and considered to be robust against single-random
perturbation.
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Fig. 5 Representation of all possible feedforward loops (either coherent or
in-coherent) in a three-node network
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The network structure analysis revealed that the functioning
and regulation of a network are governed by a certain set of orga-
nizing principles [5]. To understand the mechanisms of these orga-
nizing principles, the mechanistic dynamical models are used to
analyze the systems. The dynamical properties of a network charac-
terize the temporal behavior of a network under certain conditions,
so as to understand the nature of regulation of interacting compo-
nents in response to perturbations that affect the functionality of
the cells, and ultimately their consequences on the cellular
phenotype.

2.4 Selection of a

Mathematical

Modeling Formalism

Recent advances in omics technology and the availability of data-
bases with information about interactions among proteins, genes,
and miRNA, make it possible to model cellular processes as bio-
chemical networks [20, 21, 23, 24, 39]. These networks provide
useful information, such as the identification regulatory motifs and
hub nodes, but their utility is confined to a static analysis that does
not help explain “cause and effect” relationships, which are ubiqui-
tous in biological systems [40]. Moreover, it is impossible to char-
acterize complex network structures, like feedback/feedforward
loops and cross-talk in network modules, which induce counter-
intuitive behavior in systems dynamics, from the network connec-
tivity only. Nevertheless, networks are an important step toward
understanding system and provide a foundation for the develop-
ment of dynamical models [6]. The dynamical analysis helps in
understanding the functioning of a system and supports the

Nodes

Interactions

A

B

Functional
module

Fig. 6 Illustration of network topological properties: The circles represent
‘Nodes’ and the lines/edges between them portray the ‘Interactions’ of the
network. The node ‘A’ act as a bridge between upper and lower part of the
network therefore it stands out as a high BC node. The node ‘B’ has large
number of edges so it gets high value of node degree. The sub-network high-
lighted by red rectangle termed as ‘Functional module’ means the constituent
nodes take part in a similar cellular function
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formulation of new hypotheses about the effect of specific internal
or external perturbations in a system [40]. Using a systems biology
approach (Fig. 2), the iterative cycle of data-driven modeling and
model-driven experimentation refines formulated hypotheses until
they are validated.

“Models” are an abstract representation of reality which pro-
vide a reliable sense (i.e., understanding the behavior) of the origi-
nal system depending on available information and the purpose of
modeling [6, 40, 41]. “Modeling” is the process of creation and
usage of a model [41]. Mathematical models describe the reality
(i.e., processes in a cell) in terms of functions or equations which
contain variables and parameters: f(X1,. . .,XN; k1,. . .,kN), where f is
the function that evaluates, e.g., the temporal behavior of a system
depending on the variables X1,. . .,XN and parameters k1,. . .,kN.
Variables are the quantity of interest in model analysis which typi-
cally change over time, e.g., concentration of protein in a cell.
Parameters are quantities which are fixed for a given computational
experiment to characterize specific quantitative behavior of a
model. Parameter values are typically characterized from the litera-
ture, databases, for example BioModels and SABIO-RK, and can be
estimated from experimental data by calibrating the model to reca-
pitulate the real biological process [15, 42]. After calibrating the
model with certain experimental data, it can perform a large set of
repetitive in silico experiments for many different conditions that
may be quite time-consuming and expensive with wet-lab experi-
ments. Models can be created at different levels of abstraction,
ranging from coarse grained qualitative models of (large) subcellu-
lar processes to a detailed quantitative model of a (small) functional
module (Fig. 7).

2.4.1 ODE-Based

Modeling

If the relevant components in a network are largely known and
sufficient quantitative data available, for a small-scale network,
ODE-based models are widely used to analyze the functional role
of nonlinear biochemical networks [43–45]. In such models the
reactions are represented by a set of differential equations (Fig. 7)
describing change in quantity of reactants to products and vice
versa, in case of reversible reactions. Based on reaction rate and
kinetic parameters such models usually yield high-quality predic-
tions of the system’s dynamics with quantitative information about
molecular concentrations [46]. These models, however, require
accurate kinetic parameters which is often infeasible for large net-
works; therefore, the ODE-based model of large biochemical sys-
tems is very difficult if not possible. In such cases the Boolean/
logic-based model is a suitable option [47, 48].

2.4.2 Logic-Based

Modeling

Logic-based modeling is a popular approach to describe the quali-
tative temporal behavior of a large system of interactions where
experimental data are frequently sparse (not all can be measured,
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few time points) and uncertain (lake of replicates and precision)
[49]. Logic-based models are qualitative and do not require detail
quantitative parameters which make it suitable for large-scale bio-
chemical networks [50–52]. In such a modeling formalism, a net-
work is represented as a graph with nodes and edges, where a node
represents any molecular specie and edges depict the type of effect
that one specie exerts on the state of other in terms of activation
and inactivation (Fig. 7). The state of each species is determined by
a logic-based function that links the incoming effect to a state.
Logic-based models can provide predictive testable hypotheses,
which are especially valuable in poorly understood large-scale sys-
tems [53, 54].

The basic/simplest logic-based model is the Boolean model
popularized by Kauffmann [55] where the components of a net-
work can be in one of two states: (1) “on” state (also denoted by
1 or “true” state) which represents the “active” or “expressed” state
of the component; (2) “off” state (also denoted by 0 state or “false”
state) which represents the “inactive” or “not expressed” state of
the component. In the Boolean models, nodes (X1,. . .,n) of a net-
work correspond to the Boolean variables that can have values
either 1 or 0, and edges define the type of interactions (e.g.,
activation or inhibition). The future state X(t þ 1) of a node is a
Boolean function (BF) of the current state X(t) of the nodes
regulating it, i.e., Xi(t + 1) ¼ BF(X1(t), X2(t),. . .,Xn(t)) (Fig. 8).
Boolean functions determine the states of the node using Boolean
gates (NOT, ACTIVE, OR, and AND), where the NOT gate is
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used when a molecule inhibits/suppresses other molecules (e.g.,
interaction from X3 to X1; BF1). In case of independent regulation
of more than one node on downstream species, we connected them
using OR gate (e.g., interactions from X1 and X2 to X3; BF3). An
ACTIVE gate is used when one molecule activates another (e.g.,
interaction from X1 to X3; BF3). Finally, an AND gate represents
the interaction where more than one molecule together regulate
the expression level of the downstream molecule (e.g., interactions
fromX1 andX3 toX2; BF2). Boolean functions NOT and ACTIVE
are derived based on the network structure but the rules for OR and
AND gate determined by training/calibrating the model with sort
of qualitative data [56]. Numerous simulation tools are available to
simulate logic-bases models, for example, the CellCollective [57],
CellNetAnalyzer [58], CellNOpt [56], GINSim [59], BoolSim,
BoolNet [60], BooleanNet [61], SimBoolNet [62], SQUAD
[63], and ADAM [64].

Model construction: We constructed a small toy logic-based model
of signaling and transcriptional pathway in cancer shown in Fig. 9.
The upper central part of the model captures the mechanism how
the extra-cellular ligands, i.e., epidermal growth factor (EGF) binds
to the epidermal growth factor receptor (EGFR) kinase to regulate
the cell cycle progression by accumulating the Cyclin dependent
kinase (CDK) via downstream activation of protein kinase like Ras,
Raf, and ERK. The Cyclins and CDKs complex plays a critical role
in cell cycle. It phosphorylates the retinoblastoma (RB) and E2F1
complex causing a transition of the cell through the check point
G1/S and enters in S-phase [65]. The top right part of the model
represents the survival signaling pathway (PI3K/AKT), which usu-
ally has oncogenic behavior in cancer [66]. The survival signaling
pathway inhibits the pro-apoptotic genes regulated by E2F1 and
leads the cancer cell to an uncontrolled proliferation [67]. The

Boolean functions
BF1: X1(t+1) = NOT X3(t) 

BF2: X2(t+1) = X1(t) AND X3(t) 

BF3: X3(t+1) = X1(t) OR X2(t) 

BF4: X4(t+1) = X1(t) OR X2(t)

BF5: Phenotype(t+1) = X2(t) OR X3(t) OR X4(t)

x1

x3x2

x4

OR

AND

Phenotype

NOT

OR

(a) (b)

Fig. 8 Logic-based representation of biochemical network. Left: A model of
biological network consisting of four nodes (X1–4), and regulatory interactions
among, linked to a certain phenotype. Right: Derivation of Boolean functions
(BF) based on regulatory interactions among nodes
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model is constructed in CellNetAnalyzer, a MATLAB tool to carry
out structural and dynamical analysis (here we used a logical steady
state) of a large system of interactions. In the logical steady state,
the signal drives from input to output of system for all species and
reactions until no further state update. All the Boolean functions
are derived from the network structure (see Table 2). The ligand
EGF, DNA damage, PTEN, and DP1 are input node while TP53
and E2F1 regulated apoptotic genes [68] are the output of the
systems. In Table 2 reactions, which are derived from the pathway
shown in Fig. 9, Boolean functions are shown in the CellNetAna-
lyzer format. Species on the left-hand side of the equation represent
“Reactants” and the species and the right-hand side represents
“Products.” The “Coefficient” indicates the level of expression of
reactants and products. The “þ“ sign represent “AND” logic and
the “!“ sign is used for “NOT.”

Fig. 9 Logic-based model of signaling and transcriptional pathway in cancer: The
black and red lines represent the type of interactions (i.e., activation and
inhibition respectively) among the interacting components. Nodes attached by
green box and arrow are the input, while the nodes attached with yellow box and
arrow are the output nodes of the system. The model is constructed in ProMoT
[69] and layout of the graphic is produced in yEd
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Model simulation: Model is simulated to analyze the input-output
response for normal execution of the system. The model recapitu-
lates a “healthy system” for normal pathway function and “cancer
system” when the pathway is mutated. First, we initialized the input
nodes by 1 (i.e., activated). The model simulations show that both
the apoptotic and proliferative genes are 1 (i.e., expressed), which is
a necessary condition for healthy cell systems. Second, we mutate
the pathway by deactivating the PTEN which results in the consti-
tutive activation of the AKT/PI3K pathway. The activated AKT/-
PI3K pathway inhibits the pro-apoptotic genes regulated by TP53
and E2F1 [70] and leads to an uncontrolled proliferation [71],
which recapitulates the cancer system. In Table 3, the active and
in-active states of the nodes are represented by “1” and “0” respec-
tively. In the table “healthy system” represents normal pathway
execution where both the proliferative and apoptotic genes are
active when there is no mutation in PTEN and other input nodes
are active. The last “Perturbed system” represents the mutation
scenario in PTEN (expression state indicated by “0”) which results
in the activation of proliferative genes and inactivation of apoptotic
genes.

The choice for modeling formalism with the aim of applying on
biochemical networks which are large and have complex structure,

Table 2
CellNetAnalyzer representation of the Boolean functions

1 1 EGF_LIGAND ¼ 1 EGFR

2 1 EGF ¼ 1 EGFR

3 1 EGFR ¼ 1 CYCLIN_CDKS

4 1 CYCLIN_CDKS ¼ 1 PI3K

5 1 PIP3 ¼ 1 AKT1

6 1 E2F1 þ 1 DP1 ¼ 1 E2F1_DP1

7 1 CYCLIN_CDKS ¼ 1 E2F1

8 1 E2F1_APOPTOTIC_GENES ¼ 1 P14

9 1 AKT1 ¼ 1 TOPBP1

10 1 E2F1_PROLIFERATIVE_GENES ¼ 1 EGF_LIGAND

11 1! P14 þ 1 AKT1 ¼ 1 MDM2

12 1! PTEN þ1 PI3K ¼ 1 PIP3

13 1 E2F1_DP1 ¼ 1 E2F1_proliferative_genes

14 1! MDM2 ¼ 1 PT53_reg_genes

15 1! TOPBP1 þ 1 E2F1_DP1 þ 1 DNA_damage ¼ 1 E2F1_apoptotic_genes
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composed of multiple crosstalk pathways that even contain over-
lapping regulatory loops, is highly challenging. We proposed a
modeling strategy that combines ODE-based and logic-based
models to accommodate a large-scale, nonlinear system of interac-
tions that we here refer to as “hybrid models” [72].

2.4.3 Hybrid Model Hybrid models combine different modeling formalisms to handle
systems that contain multiple aspects; for example discrete and
continuous, linear and nonlinear dynamics. The biological system
of cell cycle is an appealing example that contains discrete and
continuous aspects [73, 74]. Alfieri et al. modeled the cell cycle as
a hybrid system using hybrid automata where the R-point transition
was modeled as a discrete event while the mitogenic stimulation of
the system was realized as a continuous state by ODEs [74]. In
Khan et al. we proposed hybrid modeling formalism that combines
the feature of ODEs and logic-based frameworks provide an effi-
cient solution to model large-scale, non-linear biochemical net-
works [72]. The network is organized and divided into different
parts with distinctive regulatory features (Fig. 7) and each part is
modeled with suitable modeling formalism. For instance,
sub-networks that enriched with feedback and feed-forward loops,
and which are therefore expected to display a highly nonlinear
behavior are modeled using ODEs, whereas the target gene module
that contains activation or inactivation regulation of dozens to
hundreds of genes is modeled using logic-based formalism. Hybrid
model provides good compromise between quantitative/qualitative
accuracy and scalability when considering large networks.

2.5 Integration

of Omics Data

Recent advances in the high-throughput techniques made it possi-
ble to measure spatio-temporal genomics, transcriptomics, proteo-
mics, and metabolomics data in the context of complex diseases.
Most omics technologies are already at impressive level regarding
data quality, robustness, time, and cost efficiency. Integration of
Omics data with biochemical disease networks has been shown to
acquire better insights of system-wide impact of perturbation and
therapy in the progression and management of the diseases
[75]. Among various Omics datasets, analysis of gene expression
data and its integration with biochemical disease networks is the
most fundamental process to answer questions like to which degree
a gene is active in the process under investigation, what environ-
mental changes alter its expression, which cellular processes are
associated with it, and in case of deregulation, which diseases can
be caused or mediated by this particular gene. Thus, integration of
expression data on the network lets us develop a clearer picture of
the role of the genes in the disease progression. In case of cancer,
genes that function as tumor suppressors can cause tumorigenesis if
their production (expression) is reduced; on the other hand, the
increase of production of oncogenes may have similar effects.
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Microarray and RNAseq are the most widely used techniques to
observe the expression of gene and miRNAs in the context of
various diseases and several analytical methods/tools were devel-
oped to identify differentially expression genes/miRNAs. Most of
these tools use statistical methods such as student’s t-test and its
variants [76], ANOVA [77], Bayesian method [78], and/or Mann-
Whitney test [79] to rank genes for differential expression. Once
the –omics data is integrated on the network, this helps in prioritiz-
ing regulatory motifs along with other network topological and
biomedical parameters to derive a small sub-network responsible
for disease progression. This small network is then subjected to a
suitable mathematical formalism as described above to find context-
specific suitable molecular signatures.

2.6 Validation

of Model-Derived

Hypotheses Using

Experimental and/or

Clinical Data

The most significant step in any of the systems biology project is to
validate molecular signatures derived after modeling simulations.
Validation of predictive results from any of the computational
approaches is not only necessary to identify operational/technical
errors but is also important to justify the need of new analysis
procedures. The molecular signatures, for example gene signatures,
could be validated by using more precise gene expression measure
along with larger sample size. However, this strategy is generally
not used because of the cost of array experiments. Many researchers
validate significant results by extracting fresh mRNA from the same
specimens and measuring the expressing level using different
mRNA-measurement techniques such as RT-PCR (real-time poly-
merase chain reaction) or by using targeted gene overexpression/
silencing experiments. The availability of larger number of clinical
studies in the public domain also made it possible to analyze model-
derived results quickly before planning time consuming and expen-
sive experiments. One of such resources is “The Cancer Genome
Atlas” (TCGA) project which host multi-dimensional maps of key
genomic changes in 33 various types of cancer from thousands of
independent studies [80]. Predicted cancer related molecular sig-
natures can be easily validated for their relevance using the Kaplan-
Meier survival analysis tool available on the UCSC xena browser
(http://xena.ucsc.edu) which provides a window to access a large
collection of UCSC-hosted public databases such as TCGA [80],
International Cancer Genome Consortium (ICGC) [81], Thera-
peutically Available Research to Generate Effective Treatments
(TARGET), Genotype-Tissue Expression (GTEx), and others.

3 Results/Discussion

In order to validate the presented workflow (Fig. 1), we used
prostate cancer as a case study and performed various analysis
steps to predict molecular signatures associated with primary to
metastatic tumor transition.
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3.1 Data Collection,

Preprocessing,

and Analysis

Prostate cancer is a highly heterogeneous cancer and a leading cause
of cancer related death worldwide [82]. A large number of
genes and miRNAs which are associated with various signaling
cascades were found to be dysregulated in several independent
studies [83–87]. Several large-scale gene expression datasets were
deposited and publically available for research purposes. For the
construction of networks involving important factors associated
with primary and metastatic prostate cancer phenotypes, we search
published literatures along with gene expression datasets. In partic-
ular, we used GSE21032 microarray dataset available on Gene
Expression Omnibus (GEO) which contains prostate cancer
expression data in primary and metastatic states [88]. This dataset
contains 218 patient-derived samples, 98 primary tumors, 13 meta-
static tumors, and 28 normal prostate tissue samples (N ¼ 139)
with mRNA and miRNA expression profiles. Microarray data pre-
processing was implemented by aroma.affymetrix R package
[89]. Data preprocessing consists of three stages including back-
ground correction, normalization, and summarization. The RMA
method that is the most confident approach for Exon Array data
normalization was used to gene expression data normalization. To
further analyze the normalized expression, values were transformed
to log2 scale. Differential expression analyses were conducted using
the popular limma R package [90]. In order to explore differentially
expressed genes (DEGs) and differentially expressed miRNAs
(DEMs), primary prostate tumor samples were compared to nor-
mal prostate tissue samples and metastases prostate cancer samples
were compared to primary prostate cancer samples. Absolute log
fold change greater than 1 and p-value less than 0.05 were consid-
ered as cutoff to explore differentially expressed genes and miR-
NAs. p-Values were calculated and were adjusted for multiple
testing by applying the Benjamini-Hochberg (BH) correction. In
total, we found 549 DEGs (179 upregulated and 370 downregu-
lated) in primary and 1008DEGs (254 upregulated and 754 down-
regulated) in metastatic stages at p-value <0.05 and absolute log
fold change >1. In case of DEMs, we found 55 miRNAs upregu-
lated and 43 miRNAs downregulated in primary state and 88 miR-
NAs upregulated and 89 downregulated in metastatic state at the
same cutoff selected for the analysis of DEGs.

3.2 Construction

of Gene-Transcription

Factor-miRNA

Interaction Network

for Primary

and Metastatic

Prostate Cancer

From the datasets of identified DEGs in primary and metastatic
prostate tumors, we first predicted genes that can regulate other
DEGs as transcription factors (TF). This was predicted using
TRANSFAC database [91], which is a comprehensive and unique
database on eukaryotic TFs. Thus, we constructed a dataset of
DEGs and differentially expressed TFs in the primary and meta-
static phenotypes of prostate cancer. We then constructed a
co-expression network of DETF and corresponding target genes.
Furthermore, we connected miRNAs (DEMs) with the DETF and
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DEGs network using the information available onMirTarbase [92],
a database for experimentally validated miRNA target genes,
miRanda [93] and TargetScan [94], two databases for predicted
miRNA target genes. For each of the DETF-DEG pairs, we calcu-
lated the Pearson correlation coefficient (PCC) of expression values
and selected the significant pairs with an absolute PCC value more
than 0.4 (as TF can either trans-activate or trans-suppress their
target genes). The main regulatory effect of miRNAs is induced
through binding and degradation of their target mRNA. There-
fore, we considered only negative correlation between miRNA and
the target mRNA expression [95–97] and set the PCC cutoff to
<�0.4. This filtering significantly reduced number of pairs for the
construction of regulatory network. Finally, from the selected
DEM-DEG and DETF-DEG pairs, we constructed and visualized
a composite highly differentially regulated co-expression network
for each clinical stage of prostate cancer progression using Cytos-
cape [13] as shown in Fig. 10. The number of nodes in the
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metastatic integrative co-expression network is more than that of
the primary integrative network which indicates that a large num-
ber of biological processes and pathways are dysregulated in the
transition from the primary to metastatic state in prostate cancer.

3.3 TF and miRNA

Co-expression

Network Analysis

In order to identify key molecular signatures responsible for the
transition from healthy to primary and from primary to metastatic
phenotypes in prostate cancer, we analyzed two integrative net-
works shown in Fig. 10. In particular, we considered two important
network topological parameters: (1) degree centrality and
(2) betweenness centrality of nodes in the network. The degree of
a node is the number of edges connected to the node. Degree
centrality of a node is a local centrality index that indicates hub
nodes which are involved in a large number of interactions with
other nodes in network. Betweenness centrality differs from the
other centrality measures. A node can have quite low degree, and
still with high betweenness centrality depending on the position of
node in the flow of information. In other words, betweenness
centrality shows to what extent a node can serve as a bridge in the
network. This measurement also indicates how much a given node
in a network has control on the interactions of other nodes
[38]. Betweenness centrality for node υ ϵ G is the fraction of short-
est paths between pairs of nodes i, j ϵ G that pass through node υ.
The betweenness centrality BC(υ) of a node υ is computed as
follows:

BC υð Þ ¼
X

i, jϵG

σij υð Þ
σij

,where i 6¼ j 6¼ υ:

In this equation, σij(υ) denotes the total number of shortest
paths between i and j that pass through node υ and σij denotes the
total number of shortest paths between i and j.

Z-Scores for these two parameters were computed for all the
nodes in the integrative networks of primary and metastatic pros-
tate cancer. Nodes with z-score > 2.0 for degree and betweenness
centrality were considered network key elements and may have a
critical effect in prostate cancer initiation and progression. Based on
the node degree and betweenness centrality of highly differentially
expressed and significantly correlated nodes, we selected top three
candidates from each of the networks. These are BCL2, PGR,
HOXD10 in case of primary stage and STAT3, JUN and JUNB
in case of metastatic state of the prostate cancer.

HOXD10 is a nuclear sequence-specific transcription factor. Its
downregulation has been reported in prostate cancer [73]. IGFBP3
that also present in the integrated co-expression network for pri-
mary cancer is one of the HOXD10 downstream target genes.
IGFBP3 is a pro-apoptotic and anti-angiogenic protein, and
induces cell apoptosis [87, 98]. PGR (progesterone receptor) and
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BCL2 role in the prostate cancer progression has not been clarified
completely. There are also reports that imply association between
PGR and BCL2 overexpression and aggressive phenotypes of pros-
tate cancer [99–102]. It is clear from the integrative co-expression
network of primary tumor that there is a positive correlation
between PGR and BCL2. Regulation of BCL2 through direct
binding of PGR has also been reported previously [102, 103]. Tak-
ing advantage of the miRNA regulatory interactions in the integra-
tive co-expression networks, we can track the effects of miRNAs on
these key regulatory signatures. In the integrative co-expression
network for primary tumor PGR and its downstream target, PGR
and BCL2 are targeted by multiple overexpressed miRNAs (miR-
20a, miR-32, miR-135a and miR-629 for HOXD10, miR-19a,
miR-19b and miR-375 for IGFBP3, miR-25, miR-375 and
miR-548c-3p for BCL2, and miR-19a and miR-19b for PGR),
these inhibitory regulations might be an important reason for the
downregulation of the mentioned genes in the primary prostate
tumor.

STAT3, JUN, and JUNB are three key signatures that have
been identified in the metastatic prostate cancer integrative net-
work. STAT3 is a member of STAT (Signal Transducers and Acti-
vators of Transcription) family. It acts in response to cytokines and
growth factors, particularly IL6 [104]. STAT3 overexpression has
been observed in prostate cancer and based on this finding, inacti-
vation of STAT3/IL6 was examined for prostate cancer treatment;
however, this inhibition resulted in the progress of prostate cancer
to metastatic phase [86, 105]. Despite the indispensable role of
STAT3 and IL6 in prostate cancer, their role in prostate cancer
progression must be stage and condition dependent. IL6ST and
IRF1 that are present in the metastatic state integrative
co-expression network are STAT3 important regulators
[106]. Based on the network analysis, their downregulation may
have an important effect on the STAT3 inhibition. The integrative
co-expression network also introduces five overexpressed miRNAs
(miR-671-5p, miR-665, miR-663, miR 512-3p, and miR-371-5p)
which suppress STAT3 expression. The synergistic inhibitory effect
of these mentioned factors has a substantial effect on suppression of
STAT3 in metastatic prostate cancer.

JUN and JUNB are other key molecular signatures in the
metastatic state integrative co-expression network. These genes
are members of the AP1 transcription factor family [107]. There
are other members of the AP1 transcription factor family in the
network as well (FOS, FOSB, and ATF3) which are downregulated.
These genes are the mediators of TGFβ signaling pathway and its
misfunction leads to progressive phenotypes of prostate cancer
[108, 109]. Downregulation of AP1 transcription factors is an
important factor for TGFβ signaling pathway aberration in meta-
static prostate cancer based on our integrative co-expression
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network. Downregulation of JUNB was associated with aggressive
metastatic prostate cancer. Based on the previous reports the JUNB
expression level can be used to assess aggressiveness of a prostate
tumor and to see its potential to progress to metastatic states
[110, 111].

3.4 Validation

of Molecular

Signatures Using

Kaplan-Meier Survival

Analysis

The Kaplan-Meier survival analysis was conducted for two pur-
poses: (1) Assessment of the methodology developed for creating
integrative co-expression networks; and (2) Validation of key
molecular signatures. It is important to see how a given biomarker
has a critical role in situ based on patient data. The Kaplan-Meier
survival analysis is a nonparametric method to estimate the proba-
bility that a patient survives beyond a given time; the idea is to
construct a series of probability tables for groups (patients with
different expression values) versus survival status at each time point
at which a failure (biochemical recurrence) occurs, assessing the
significance of difference between the survival plots for groups by
the log-rank test. In a sense, survival analysis was used to verify the
effectiveness of the co-expression network analysis. In fact, better
separation in the Kaplan-Meier curve for the identified key molec-
ular signatures has been used as a standard to judge the quality of
our methodology for the prediction. The Kaplan-Meier analysis
was conducted using biochemical recurrence (BCR) data which
demonstrates tumor relapse in patients for identified molecular
signatures. Samples were divided into two groups of high and low
expression values based on median expression values of each key
molecular signature. BCR data was used as a representative index
for prostate tumors progression. Among key molecular signatures
for primary prostate tumors the survival curves for HOXD10 and
PGR show significant difference between the high and low expres-
sion groups (p-value <0.05). We can expect long life without BCR
event in patients with high expression values for these two genes in
contrast to patients with low expression values. These results con-
firm HOXD10 and PGR as prognosis molecular signatures for
primary prostate tumor (Fig. 11, left panel).

In the metastatic state key signatures (STAT3, JUN, and
JUNB) the survival curves for all of the key genes show significant
difference between high and low expression groups. Taking the
advantage of survival analysis in R we could take a look on mean
survival time and number of BCR events in the different groups and
key signatures (Fig. 11, right panel). Based on this information,
among all key signatures the highest and lowest mean survival times
were 65.71 and 42.54 months in the high and low expression
groups of STAT3, respectively. Furthermore, the highest and low-
est BCR events were observed for STAT3 which were 10 and
25 BCR events for high and low expression groups of STAT3,
respectively (Fig. 11).
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Based on the integrative co-expression network analysis, sur-
vival analysis and literature review STAT3 may be the most signifi-
cant key signature in the metastatic prostate cancer. The metastatic
integrative co-expression analysis also reveals many genes that
involve in TGFβ signaling pathway (SMAD4, SMAD9, TGFBR2,
GDF15, JUN, FOS, JUNB, FOSB, and ATF3). All of these genes
were downregulated in metastatic prostate tumor. As mentioned
before, malfunction of TGFβ signaling pathway results in aggressive
phenotypes of prostate cancer [109]. JUN and JUNB are the other
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Fig. 11 Kaplan-Meier survival curves of BCR-free survival probability for key molecular signatures in primary
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explored key signatures for metastatic prostate cancer. These genes
are members of the AP1 transcription factor family. These tran-
scription factors were participated in a variety of pathways which
implicated in cancer beginning and progression (cell differentia-
tion, proliferation, apoptosis, and oncogenic transformation)
[107]. AP transcription factors are mediators of TGFβ signaling
pathway [108]. Based on the integrative co-expression network for
metastatic prostate cancer and the large number of AP1 transcrip-
tion factors (JUN, JUNB, FOS, FOSB, and ATF3) and TGFβ
signaling pathway members, AP1 transcription factors and TGFβ
signaling pathway interrelationship dysregulation may have a criti-
cal role in metastatic prostate cancer which needs more studies to
clarify.

4 Notes

To improve the treatment outcomes of patients who develop meta-
static cancer, a mechanistic understanding of the determinants of
the progression of disease is indispensable. From the last few dec-
ades, the systems biology and bioinformatics approaches produce
successful results to study complex disease with the aim of unravel-
ing their regulatory mechanisms but still it is a long way to go. To
understand complex processes and gain new insights into a complex
disease like cancer, the interdisciplinary collaborations in systems
biology usually begin with the gathering of information from the
literature and databases, summarizing components and their inter-
actions relevant for the process under investigation. The informa-
tion gathered is summarized in interaction maps, which serve as a
knowledge-base and being machine readable are amenable to
computational analysis. Interaction maps are the summary of a
large number of components interacting through feedback and
feedforward loops and overlapping pathways.

Recently, numerous large-scale biochemical networks have
been constructed with the intention to broaden the understanding
of the regulatory events behind the normal and dysregulated func-
tion of the pathways involve in certain processes [20, 21, 23, 24,
39]. Using structural analysis, these networks provide useful infor-
mation about the organization of the network by identifying hub
nodes, regulatory motifs, small interconnected modules, and fac-
tors that might be used as therapeutic targets [20]. Networks can
also be used to analyze large-scale data to identify expression pat-
terns by using the mapping function of the CellDesigner, Cytos-
cape, or other visualization tools. So far, most of the large-scale
network-based studies are confined to static analysis only; never-
theless, they can provide foundation for mechanistic understanding
of complex processes that are dysregulated in disease.
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We promote here an integrative workflow that combines net-
work structural and dynamical analysis with high-throughput –omics
data and other biomedical information to gain mechanistic insights
into the causes of differentiated expression patterns from normal to
disease state. To this end, we constructed the transcription factor-
miRNA regulatory network to understand the mechanisms of meta-
static phenotype in prostate cancer.

To further substantiate the analysis, one can use the dynamical
systems theory to construct a mathematical model using suitable
modeling formalism. The dynamical analysis, for example in silico
stimulus response or perturbation analyses, of biochemical net-
works helps in understanding the functioning of a system and
provides an opportunity to formulate new hypotheses about the
effect of specific internal or external perturbations in a system. In
the systems biology approach, the iterative cycle of data-driven
modeling and model-driven experimentations refine the formu-
lated hypotheses until they are validated, which help to understand
complex mechanisms in certain biological traits.
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Chapter 13

Spatiotemporal Fluctuation Analysis of Molecular Diffusion
Laws in Live-Cell Membranes

Francesco Cardarelli

Abstract

A present challenge of membrane biophysics is deciphering the dynamic behavior of molecules, such as
lipids and proteins, within the natural environment of a living-cell membrane. Here, a fluorescence
fluctuation-based approach will be described, which makes it possible to probe the “diffusion law” of
molecules directly from imaging, in the form of a mean square displacement vs time-delay plot (iMSD),
with no need for interpretative models. Of note, the presented approach does not require extraction of the
molecular trajectories nor the use of bright fluorophores. Conversely, it can be used at high fluorophore
density and with relatively dim fluorophores, such as GFP-tagged molecules transiently expressed within
cells. The ability of this approach to resolve average molecular dynamic properties well below the diffraction
limit will be discussed. Overall, this novel approach is proposed as a powerful tool for the determination of
kinetic and thermodynamic parameters over wide spatial and temporal scales.

Key words Fluorescence correlation spectroscopy, Fluctuation analysis, Protein dynamics, Diffusion
law, Membrane heterogeneity, Transient confinement, Dynamic partitioning, GFP

1 Introduction

A major challenge of present (and future) membrane biophysics is
to quantitatively study how molecular ensembles dynamically inter-
act and exert their functional role in live-cell membranes. In this
context, high-speed single-particle tracking (SPT) techniques play a
crucial role: several individual molecular components (proteins,
lipids, etc.) can be typically produced (e.g., by cloning or synthesis),
purified, fluorescently labeled, and re-introduced within the living
cell for SPT analysis. Based on SPT, for instance, Kusumi and cow-
orkers quantitatively addressed the compartmentalization of the
fluid plasma memb into submicron domains by extracting the
diffusion law (in the form of the classical mean squared displace-
ment, or MSD) of many relevant membrane components (for a
review see [1, 2]). Yet, the SPT approach is inherently endowed with
challenging experimental requirements such as: (1) production,
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purification, labeling of the molecule of interest with a suitable
marker and its re-introduction into the living system; (2) the use
of relatively large, bulky labels that can induce cross-linking of
target molecules or steric hindrance effects, (3) the need for a
large number of single-molecule trajectories to obtain trustable
statistics.

In this regard, fluorescence correlation spectroscopy (FCS) is
rapidly emerging as a very attractive experimental platform. In fact,
thanks to its intrinsic single-molecule “sensitivity” in the presence
of many similarly labeled molecules, it can easily afford the required
statistics in a limited amount of time. In addition, FCS works well
with genetically encoded fluorescent proteins and, in general, with
relatively dim fluorophores. The basic principle of fluctuation anal-
ysis is that the fluorescent molecules stochastically crossing the
open detection volume defined by the laser spot lead to a fluctuat-
ing occupation number that follows the Poisson statistics (i.e., the
variance is proportional to the average number of molecules). The
underlying molecular dynamics is extracted as a characteristic decay
time through fluctuation correlation analysis. In its classic view,
FCS is commonly used as a localmeasurement of the concentration
and characteristic transit time of molecules across the laser beam.
Many efforts targeted the extension of the FCS principle to the
spatial dimension. For instance, the focal area was duplicated [3],
moved in space in laser scanning microscopes [4–8], or combined
with fast cameras [9–11]. Using these “spatio-temporal”
approaches, heterogeneity of diffusion constants and concentra-
tions across space was addressed for several molecules on both the
model and actual biological membranes [12, 13]. In the effort to
fill the gap between the FCS and SPT approaches, it was recently
demonstrated that the molecular FCS-based diffusion laws can be
recovered by performing fluctuation analysis at various spatial scales
larger (by spot-variation FCS [14, 15]) or smaller (by STimulated
Emission Depletion, STED [16–19]) than the laser focal area and
then by extrapolating the dynamic behavior of molecules below the
diffraction limit. In all the FCS experiments described, however,
the size of the laser beam is a limit that cannot be overcome. Also,
accurate modeling of the dynamics under study is typically
required. To tackle these issues an alternative method based on
spatio-temporal image correlation spectroscopy (STICS [20]) will
be presented here, which is suitable for the study of the dynamics of
fluorescently tagged molecules on live-cell membranes with high
spatiotemporal resolution (schematic representation in Fig. 1). In
particular, TIRF microcopy is exploited to provide accurate optical
sectioning of the plasma membrane, while wide-field imaging by an
EMCCD camera is applied to reach sub-millisecond resolution
(Fig. 1a). The spatiotemporal fluctuation analysis proposed here
converts a stack of fluorescence intensity images (Fig. 1b) into a
stack of images representing the spatiotemporal evolution of
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correlation (Fig. 1c). In the presence of diffusion only, the correla-
tion function can be interpolated by a Gaussian function (Fig. 1d),
whose variance provides a measurement of the average molecular
displacement, directly from imaging (hereafter, iMSD). Thanks to
the iMSD vs time plot, protein diffusion modes can be directly
identified with no need for an interpretative model or assumptions
about the spatial organization of the membrane (Fig. 1e). The
method is put to test in live cells with two benchmark molecules
diffusing on the plasma membrane: a GFP-tagged variant of the
trans-membrane transferrin receptor (TfR), a well-known bench-
mark of confined diffusion [21, 22] and a GFP-tagged variant of
glycosylphosphatidyl inositol (GPI), a benchmark of dynamic par-
titioning into cholesterol-enriched membrane compartments, also
known as “lipid rafts.” It will be shown how characteristic diffusion
constants, confinement areas, and partitioning coefficients can be
quantitatively extracted over many microns in the sample. From a
theoretical point of view, as previously shown, the spatio-temporal
auto-correlation function of the acquired image series critically

Fig. 1 (a) Image acquisition can be performed in wide-field excitation. In particular, a convenient wide-field
strategy takes advantage of the total internal reflection (TIR) of the excitation light at the interface between the
glass and the sample, limiting the excitation to the close proximity of the interface. In this case, fluorescence
light produced in the sample is measured concomitantly in all the positions in space using an array of photo-
detectors such as an EMCCD. (b) The spatiotemporal fluctuation analysis proposed here converts a stack of
fluorescence intensity images I(x, y, t), into (c) a stack of images representing the spatiotemporal evolution of
correlation G(ξ, χ, τ) (Eq. 1). (d) If the dynamic behavior of molecules is governed exclusively by diffusion the
peak of correlation will remain fixed in the origin of the Cartesian axes. If the correlation function is
interpolated by a Gaussian function (Eq. 3), the variance of the Gaussian will provide a measurement of the
average molecular displacement (iMSD). (e) The iMSD plot can be used to distinguish among the different
diffusion modes, such as free and confined diffusion
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depends on the dynamics of the molecules moving in the collected
image series. In particular, the correlation function is defined as

G ξ; χ; τð Þ ¼ I x; y; tð ÞI x þ ξ; y þ χ; t þ τð Þh i
I x; y; tð Þh i � 1 ð1Þ

where I(x, y, t) represents the measured fluorescence intensity in
the position x, y and at time t, ξ and χ represent the distance in the
x and y directions respectively, τ represents the time lag, and h. . .i
represents the average. This function can be transformed into

G ξ; χ; τð Þ ¼ 1

N
p ξ; χ; τð Þ

O
W ξ; χð Þ, ð2Þ

where “N” represents the average number of molecules in the
observation area,

N
represents the convolution operation in

space, andW(ξ, χ) represents the autocorrelation of the instrumen-
tal waist, the so-called Point Spread Function (PSF) generally well
approximated by a Gaussian function. Finally, p(ξ, χ, τ) represents
the probability to find a molecule at a distance ξ and χ after a time
delay τ. If we consider a diffusive dynamics, in which molecules
move randomly in all directions and net fluxes are not present, p
(ξ, χ, τ) is also well approximated by a Gaussian function

G χ; ξ; τð Þ ¼ g τð Þ � exp � χ2 þ ξ2

σ2 τð Þ
� �

, ð3Þ
where the variance (σ2(τ)) can be identified as the average molecular
Mean Square Displacement directly derived from imaging, with no
need for molecular trajectories (iMSD).

2 Materials

2.1 Solutions and Gel 1. Agarose gel at 3% density (prepared from Agar) in TBE buffer.

2. Latex beads, yellow-green fluorescent, 30 nm size dissolved
1:10 (v:v) in distilled water prior to the measurement.

2.2 Cell Manipulation 1. Cell line: Chinese Hamster Ovary (CHO)-K1 cells.

2. Humidified and thermostated incubator for cell maintenance.

3. Medium for cell maintenance: DMEM-F12 supplemented with
10% Fetal Bovine Serum (FBS).

4. Medium for cell transfection: DMEM-F12 with no FBS.

5. 100 mm Petri dish for cell maintenance and 35 mm Glass-
bottom Petri Dishes for optical microscopy.

6. Lipofectamine 2000 Transfection Reagent. Store at 4 �C.

7. Trypsin from bovine pancreas.
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8. Phosphate Buffer Solution (PBS) for cell washing procedures.

9. Latrunculin B solution for actin depolymerization. Store at
�20 �C.

10. pcDNA3 plasmid for eukaryotic cell transfection, encoding for
a GFP-tagged variant of the trans-membrane transferrin recep-
tor (GFP-TfR) or a GFP-tagged variant of glycosylphosphati-
dyl inositol (GPI-GFP).

2.3 Imaging

Equipment

and Software

1. DMI6000 microscope equipped with TIRF modulus and iXon
Ultra 897 camera (see Note 1).

2. LAS AF image acquisition and processing software.

3. MatLab software for data analysis.

3 Methods

3.1 Sample

Preparation

1. 48 h before the experiment, wash three times a 100 mm Petri
dish of confluent cells (CHO-K1, in the example reported
here) with PBS, add 1 ml of trypsin, and store the Petri in the
incubator (37 �C, 5% CO2) for 5 min. Resuspend detached
cells by adding 9 ml of DMEM-F12 medium supplemented
with 10% of FBS and seed 100 μl of cell solution to a Petri dish
containing 900 μl of the same medium (see Note 2).

2. Incubate the cells for 24 h at 37 �C and 5% CO2.

3. 24 h before the experiment transfect cells accordingly by using
Lipofectamine 2000 (following the manufacturer’s instruc-
tions) using the desired plasmid and incubate the cells for
24 h at 37 �C and 5% CO2 before imaging.

3.2 Camera and PSF

Calibration

1. Turn on the camera and wait for it to cool down. Set the proper
camera acquisition parameters (i.e., for the experimental sys-
tem proposed here, the exposure time is typically set to 0.5 ms,
the EMgain to 1000, the acquisition mode to “Cropped
Mode” (see Note 3), the ROI size to 32 � 128 (see Note 4),
and the total number of repetitions to 104). More technical
details can be found elsewhere [23]

2. Start the acquisition of the camera background signal.

3. Import acquired frame series to a data processing program (e.g.,
Matlab). Calculate and inspect the average intensity in each pixel
in order to verify that the camera background is approximately
flat in the selected region of the chip. Create a histogram of the
values (also definedDigital Levels, DLs) in acquired images stack
(e.g., by using the “hist” command in Matlab) and plot the
logarithm of the resulting frequency (e.g., by using the “semil-
ogy” command in Matlab) (Fig. 2, see Note 5).
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4. Dilute 10 μl of 30 nm fluorescent beads solution (about 5 μM)
in 90 μl of distilled water (see Note 6). Cut a squared piece
(1 cm � 1 cm) of agarose gel (3%) and deposit 10 μl of the
solution on the top of the gel. Turn over the piece of gel on the
bottom glass of a 35 mm Glass-bottom Patri dish and squeeze
the drop on the glass.

5. Put the sample in the microscope holder, set the camera expo-
sure and EMgain (100 milliseconds and 1000, respectively, are
appropriate parameter values according to the system proposed
here), and eventually wait for the camera to cool down. Find a
field of view with isolated beads, accurately focus on a single
bead and acquire 100 frames (Fig. 3a). Five to six repetitions of
the same measurement are recommended, in order to acquire
enough statistics.

6. Import the acquired image series to a data processing program
(e.g., MatLab) and average the stack in time to identify easily
isolated fluorescent spots. Take care of selecting the smallest
ones to avoid aggregates (Fig. 3b). Fit the selected intensity
distribution with a Gaussian function (e.g., by Matlab “gauss-
fit” function) and verify the goodness of the fit by inspecting
the associated fit residuals (Fig. 3c). The half width at half
maximum retrieved from fitting is a good estimate of the
characteristic PSF size.

Fig. 2 Calibration of camera response to single photons. The figure shows the Digital Level (DL) distribution for
camera background in a 32X128 ROI, exposure 0.5 ms, in Cropped Sensor Mode. The peak at about 180 DL
represents the camera response to no photons. Particularly, it represents the contribution of the Analog Digital
(AD) converter and can be approximated by a Gaussian function to estimate the offset and the variance
introduced by the signal recording. Above 200 DL the distribution of digital levels becomes exponential and
represents the average camera response to a single photon. The measurement of these parameters allows
estimating the density of photons recorded during the acquisition. (Reproduced from ref. 24 with permission)
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3.3 Data Acquisition 1. Align the TIRF laser excitation according to the procedure of
your setup. In the setup proposed here, an auto-alignment
procedure is available. Once the laser is aligned, an optimal
penetration depth of about 70 nm can be selected. Put the
sample in the holder.

2. Focus on a fluorescent cell by using the eyepiece (see Note 7),
send the light to the camera, and gently push the slits allowing
only the light from the selected ROI to pass (here a 32 � 32
pixels ROI).

3. Set the appropriate exposure time and EMGain on the camera,
select the desired number of image repetitions, then start the
acquisition. Reset the EMGain and exit from the Cropped
Mode to allow temperature stabilization before acquiring a
new cell. Repeat the last two steps in order to acquire the
desired number of cells.

3.4 Calculation

of the Mean Square

Displacement from

Imaging (iMSD)

1. Import the acquired image series into a data processing pro-
gram (e.g., Matlab, appropriate scripts can be found elsewhere
[23]).

2. Calculate the average intensity of each image and plot it in
time. If more than 10% of photobleaching is present, it is
suggested to discard the image series. If it is lower, try to
correct the effect on the correlation function by subtracting

Fig. 3 Calibration of point spread function. (a) Pseudocolor image of an isolated bead and beads aggregates.
(b) 3D plot of the intensity profile of an isolated bead shows a well-defined Gaussian profile. (c) Fit of the
intensity distribution by a Gaussian function (upper panel) with the corresponding residuals (lower panel). The
good agreement between the fitted distribution and the measured intensity profile is also a proof that the
instrumental PSF can be approximated by a Gaussian function (Reproduced from ref. 24 with permission)
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from each image its average intensity, as previously
demonstrated [24].

3. Calculate the spatiotemporal correlation (Eq. 1, G(ξ,χ,τ)).
Remove G(ξ,χ,0) because the correlation due to the shot
noise in low-light regime dominates G(0,0,0). The correlation
due to the detector dominates the G(�1,0,0), and molecular
movement during the exposure time could deform G(ξ,χ,τ) for
τ ¼ 0 by producing an apparent increase in the measured PSF
waist (this effect disappears for τ > 0). Interpolate G(ξ,χ,τ) by a
Gaussian fit (Eq. 3) (e.g., by the Matlab “gaussfit” function) to
recover the iMSD.

4. Plot the obtained waist σ(τ)2 (iMSD) as a function of time (see
Note 8). The first few points can be fitted to extrapolate the
intercept at zero time delay (σ0

2) (5 points are usually enough
but more points can be fitted if they show a linear behavior) and
compare the obtained value with the previously calibrated value
of the PSF (see Note 9).

5. Transient confinement: the case of TfR-GFP. Many studies
showed that the cytoplasmic tail of this receptor interacts with
the membrane-associated F-actin skeleton, which in turn acts
as a fence for the receptor mobility [15, 25] (Fig. 4a). A
representative TIRF image of a CHO-K1 cell expressing
TfR-GFP is presented in Fig. 2b (see Note 10). The temporal
evolution of the correlation function with the corresponding
Gaussian fit and residues shows the expected decrease in height
and increase in width of the correlation, due to molecular
movement (Fig. 2c). Also, the autocorrelation plot shows
that the characteristic time of the fluctuations is shorter than
the total length of the measurement (arrow) (Fig. 2d). Thus,
immobile fraction removal is a safe operation. As expected, the
measured diffusion law (Fig. 2e, red curve) for TfR-GFP shows
a first flat behavior below 100 nm, with an average Dapp of
about 0.7 μm2/s, followed by consequent rapid decrease in
apparent diffusivity down to 0.2 μm2/s (the value typically
measured by diffraction-limited FCS [15]). This result shows
that our approach can easily measure the average displacement
of GFP labeled proteins with a resolution of few tens of nan-
ometers (seeNote 11 and ref. 26). Moreover, the spatial scale at
which the iMSD starts to decrease its slope sets the characteris-
tic spatial scale of protein (partial) spatial confinement induced
by the membrane skeleton at around 120 nm, in keeping with
previous estimates [1]. F-actin digestion by Latrunculin B
(Fig. 2f) produces the expected change in the TfR-GFP diffu-
sion law (Fig. 2e, green curve).

6. Dynamic partitioning: the case of GFP-GPI. The iMSD
approach has the ability to discriminate between transiently
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Fig. 4 Analysis of TfR-GFP dynamics in living cells. (a) Schematic representation of a GFP-tagged TfR diffusing
within the cytoskeleton meshwork, with particular emphasis on the F-actin mesh close to the plasmamem-
brane. (b) TIRF microscopy image of a cell expressing GFP-tagged TfR (left) and the detail of the ROI on the
membrane selected for imaging (right). (c) Temporal evolution of the correlation function with the
corresponding Gaussian fit and residues. (d) The autocorrelation plot shows that the characteristic time of
the fluctuations is shorter than the total length of the measurement (arrow). Thus, immobile fraction removal is
a safe operation. (e) iMSD vs time plot for GFP-TfR in physiological conditions (red curve) and after 30 min of
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confined diffusion in a meshwork and dynamic partitioning
into membrane nano-domains (i.e., lipid rafts). In fact, this
latter is expected to need two Gaussian components for a
satisfactory fitting [11]. This reflects the presence of two
segregated diffusive behaviors: (a) pure isotropic diffusion out-
side of the nanodomains and (b) confined diffusion within the
nanodomains. Figure 3a shows a representative TIRF image of
GFP-GPI transiently transfected into a living cell. The tempo-
ral evolution of GFP-GPI correlation function (Fig. 3b, first
row and Fig. 5) and the corresponding Gaussian fitting and
residuals (Fig. 3b, second and third rows) show that a
one-component Gaussian model does not provide a satisfac-
tory description of the system spatiotemporal evolution. By
contrast, fitting to a two-Gaussian model (Fig. 3b, fourth
row) well describes the experimental function, producing ran-
dom residuals (Fig. 3b, fifth row). The experimental iMSD
curves are qualitatively in keeping with theoretical predictions
[11], in the sense that they show an almost constant iMSD
component (trapped molecules) and a linearly increasing one
(diffusing molecules) (Fig. 3c).

4 Notes

1. To properly collect the fluorescence from membranes a combi-
nation of high-magnification, high-numerical-aperture objec-
tive (100�, NA: 1.47) with selective membrane illumination
by TIRF, and an EMCCD camera (physical size of the pixel on
the chip 16 μm) for detection are used. To reach a pixel size of
100 nm an additional magnification lens of 1.6� is used. As
discussed above, a time resolution below 1 ms is desirable to
properly describe the dynamics of fast membrane lipids/pro-
teins. To this end a region of interest (ROI) smaller than the
whole chip of the camera (512 � 512 pixels) is required,
although the frame time would be limited by the time (typically
milliseconds for 512 � 512 pixel EMCCD) required to shift
the charges from the “exposure” to the “readout” chip on the
camera.

2. The dilution proposed typically corresponds to approximately
105 cells, but this number may vary depending, for instance, on
the cell line and the degree of actual confluence in the

�

Fig. 4 (continued) Latrunculin-B treatment (green curve). The inset shows the iMSD trend at a short
timescale. (f) Fluorescence images of cells transfected with actin-GFP that show the effect of Latrunculin-B
on the integrity of actin filaments after 30 min of treatment (Reproduced from ref. 11 with permission)
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maintenance Petri dish. Higher accuracy can be reached by
counting the detached cells before plating them.

3. The “Cropped Mode” technology allows shifting lines from
the ROI only instead of the whole frame, with a practical
effective reduction of the exposed chip size (called Cropped
Sensor Mode in our EMCCD). For this configuration to be
effective, a couple of slits mounted in the optical path must
cover the chip outside of the ROI. Thanks to this setup, a time
resolution down to 10�4 s can be achieved. When working in
Cropped Mode, please remember to remove the first and the
last few horizontal lines (3–10 depending on the size of the
ROI) for each frame as the camera background is usually biased
close to borders.

4. To accurately fit the correlation function a spatial sampling
(pixel size) lower than the waist of the PSF is suggested. The
PSF waist is typically in the 200–500 nm range (depending on

Fig. 5 Analysis of GFP-GPI dynamics in living cells. (a) A representative TIRF image of GFP-GPI. (b) Time
evolution of the correlation function (first row) and the corresponding fitting (second row). Residuals (third row)
show that a one-component Gaussian model does not afford a satisfactory description of the system. Fitting
with a two-Gaussian model (fourth row) better describes the experimental function, producing random
residuals (fifth row). (c) the two calculated iMSD curves are qualitatively in keeping with the theoretical
predictions, in the sense that they show an almost constant iMSD component (trapped molecules) and a
linearly increasing one (diffusing molecules) (Reproduced from ref. 11 with permission)
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the Objective numerical aperture and the excitation wave-
length). Thus, a pixel size of 70–150 nm (three times lower
than the instrumental waist) can be usually set. Furthermore,
please consider that the minimum size of the image should be
at least 3-times larger than the maximum displacement of
interest (plus the instrumental waist). This is needed to reach
a good convergence of the fitting algorithm and a statistically
significant sampling of molecular displacements. Concerning
the camera-based system used here, please note that the pixel
physical size on the chip is fixed. Therefore, decreasing the pixel
size inevitably decreases the signal in each pixel (that depends
on the square of the pixel size), makes the field of view smaller,
and demands for a higher magnification power.

5. A typical frequency distribution of camera background yields a
peak at a certain value of Digital Levels (DL) (due to the
camera response to no photon) that represents the contribu-
tion of Analog Digital (AD) converter. This contribution can
be approximated as a Gaussian distribution to estimate the
offset and the variance introduced by the signal recording. At
higher DL values, the distribution becomes exponential and
represents the average camera response to a single photon. The
center and the variance of the Gaussian function represent the
camera offset and error, respectively, while the decay constant
of the exponential part affords an estimate of the DL assigned
by the camera to each single photon. The higher is the ratio
between the average DL of a single photon and the AD con-
verter error, the lower will be the noise in the calculated corre-
lation function. For more details please refer to ref. 23.

6. It is suggested to extensively sonicate the solution for 20min to
avoid the presence of beads aggregates.

7. Particular attention is required in order to avoid art factual
correlations. In fact, as previously shown for similar techniques
[27], cell borders as well as out-of-focus vesicles could intro-
duce a strong correlation. If the inspection of the average image
reveals cell borders or out of focus vesicles, try to exclude the
region involved, otherwise discard the acquisition. To correct
the effect of this immobile structures subtract the average
temporal intensity from each pixel [28].

8. If the data are too noisy, try to increase the number of acquired
frames, increase the laser power, average more G(ξ,χ,τ)
together.

9. If the σ0
2 and PSF values are comparable, it means that the

dynamics of isolated fluorophores (not large aggregates) is
extracted. By contrast, if σ0

2 >> PSF, it means that either
large aggregates are present or hidden dynamics are present
(i.e., a faster time resolution is needed) [11].
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10. Low fluorescence intensity cells should be preferred, as the
membrane is closer to the native condition and the probability
of artifacts related to the over-expression is minimized. In
addition, the central part of the cell should be avoided, as the
effects of out-of-focus fluorescence (from cytoplasm, for
instance) may be present.

11. The actual resolution in the measurement of particle displace-
ments is technically not limited by diffraction as it depends on
how accurately the correlation function is measured
[26, 29]. Few photons per molecule (usually below 10) in
each frame are typically enough. In fact, the contributions of
all the observed molecules are averaged together when the
correlation function is calculated, even if molecules are not
isolated (as in the case dim and dense labels, such as fluorescent
proteins transfected in live cells). It thus appears clear that the
minimum measurable displacement depends on the diffusivity
of the molecule and on the time resolution of the imaging
setup. The same principle applies to 3D applications of spatio-
temporal fluctuation analysis [30].
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Chapter 14

A Method for Cross-Species Visualization and Analysis
of RNA-Sequence Data

Stephen A. Ramsey

Abstract

In this methods article, I describe a computational workflow for cross-species visualization and comparison
of mRNA-seq transcriptome profiling data. The workflow is based on gene set variation analysis (GSVA)
and is illustrated using commands in the R programming language. I provide a complete step-by-step
procedure for the workflow using mRNA-seq data sets from dog and human bladder cancer as an example.

Key words mRNA-seq, Cross-species, Transcriptome, Bioinformatics, Gene function

1 Introduction

Transcriptome profiling by high-throughput short-read
end-sequencing of cDNA fragments, i.e., mRNA-seq, has become
a standard systems biology research modality due to its specificity
for transcript detection, large dynamic range, and ability to quantify
the entire polyadenylated transcriptome in one assay [1, 2]. How-
ever, applications such as comparative oncology, comparative
immunology, or evolutionary functional genomics involve compar-
ing and contrasting transcriptome responses across tissues in differ-
ent species, for example between cancer and normal tissue for
neoplasms that occur in humans and domestic dogs [3–5], between
human and mouse in various immune cell types [6, 7], or in various
organs or tissues in various species in the context of evolutionary
studies [8–12]. While for simple two-sample mRNA-seq study
designs it is possible to use scatter plots of gene expression ratios
between pairs of orthologs [3], such an approach does not naturally
extend to more complicated (e.g., multi-factor or time-course)
study designs and it does not enable cross-species analysis that is
unsupervised by the sample types. Alternatively, normalized mea-
sures of gene expression such as fragments per kilobase of transcript
per million reads (FPKM) can be used to compare expression for
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ortholog pairs across species [10], but that approach has been
criticized as insufficiently accounting for species-specific effects
[11, 12]. Another challenge that arises in cross-species mRNA-
seq analysis is that the baseline count level for a gene to be consid-
ered above-background can vary fromdata set to data set, such that a
pan-species expression level cutoff to eliminate low-expressed genes
[10, 11] may not be optimal. In this chapter, I describe a novel
approach to cross-species RNA-seq analysis that circumvents the
above problems by (1) using a kernel density estimation approach
to select the normalized count cutoffs for low-expressed genes on a
per-species basis, (2) reducingmRNA-seq data from gene-level tran-
script abundances to gene-function-level indices of transcriptional
activity (using mappings of human genes to gene functional annota-
tions and the Gene Set Variation Analysis technique [13]), and
(3) comparing the gene function-level indices across species. Using
mRNA-seq data from a comparative oncology study of human and
dog bladder cancer [3], I illustrate in a step-by-step fashion (using
the example code in the R programming language) how this method
can enable unsupervised cross-species mRNA-seq analysis as well as
enable supervised cross-species mRNA-seq comparisons.

2 Materials

The example mRNA-seq data sets shown in this section are from a
cross-species (human and dog) study of bladder cancer, specifically
transitional cell carcinoma (TCC) of the bladder [3]. The raw
sequence data sets for the dog samples (TCC and normal bladder)
are publicly available in the National Center for Biotechnology
Information Gene Expression Omnibus database under accession
number PRJNA339175. The human bladder cancer mRNA-seq
data are publicly available from the Cancer Genome Atlas
(TCGA) project through the Data Portal of the Genomic Data
Commons website [14] at the National Cancer Institute (TCGA-
BLCAmRNA-seq data set). The human bladder cancer mRNA-seq
data files were obtained from under an approved Data Use Request
for General Research Use (dbGaP project # 8059, approval #
34645) and processed to produce a matrix of per-gene/per-sample
raw counts as described in [3]. In this section, I list the software
tools and loaded data tables that would be required to carry out a
cross-species analysis of mRNA-seq data through this workflow,
using data from the bladder cancer cross-species study for illustra-
tion purposes. Completing this analysis workflow will require the
following:

1. An installation of the R computing environment [15], which is
a free and open-source implementation of the R statistical
computing language [16] with an integrated software package
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management system based on the Comprehensive R Archive
Network (CRAN) [17]. The R installation should have the
following software packages installed (including all of their
dependencies): reshape2 [18], GSEABase {GSEABaseGen-
esete:tz}, GSVA [13], ggplot2 [19], and DESeq2 [20], using
the built-in "install.packages" function in R.

2. A data set of ortholog-based mappings of Ensembl gene iden-
tifiers for the non-human species (in the example vignette
shown here, dog) to Human Gene Nomenclature Committee
(HGNC) Gene Symbols. Such a mapping can be obtained
using the BioMart tool [21] through the Ensembl genome
portal [22]. This information should be contained in a single-
column data frame "dog_ensgene_to_symbol" in which the
Ensembl gene identifiers are the row names, as shown here
(in this chapter, blue text indicates screen output from an R
session):

>head(dog_ensgene_to_symbol)

Associated.Gene.Name
ENSCAFG00000022708
ENSCAFG00000022709
ENSCAFG00000022710
ENSCAFG00000022711
ENSCAFG00000022712
ENSCAFG00000022713                  ND1

(see Note 1). In the above, the R function "head" is used; this
function prints out the first n lines (the default is n¼ 6 lines) of
whatever object is the function argument.

3. A data set of human gene annotations mapping Ensembl gene
identifiers to HGNC gene symbols. Such a mapping can be
obtained using Ensembl BioMart. This information should be
contained in a single-column data frame "human_ensgen-
e_to_symbol" in which the Ensembl gene identifiers are the
row names:

>head(human_ensgene_to_symbol)

Associated.Gene.Name
ENSG00000210049                MT-TF
ENSG00000211459              MT-RNR1
ENSG00000210077         MT-TV
ENSG00000210082              MT-RNR2
ENSG00000209082               MT-TL1
ENSG00000198888               MT-ND1

4. A file containing mappings of HGNC gene symbols to gene
functional annotation categories, in Gene Matrix Transposed
(GMT) format {GSEATeam:wt}. A comprehensive file of
human gene annotations (for the Gene Ontology functional
annotation categories [23]) can be obtained from the Molecu-
lar Signatures Database (MSigDB [24, 25]) web site [26] via a
downloadable file "c5.all.v5.2.symbols.gmt."
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5. For each species, raw counts and normalized counts of aligned
mRNA-seq reads for each gene, based on Ensembl gene iden-
tifiers. Normalized counts can be obtained from the raw counts
using the mRNA-seq analysis R software packages edgeR [27]
(using the "cpm" function) or DESeq2 [20] (using the
"counts" function with the option "normalized¼TRUE").
The mRNA-seq counts for the first species (in the example
analysis vignette for this article, dog) should be contained in a
data frame "rsc_dog" for which the row names are Ensembl
gene identifiers and the column names are sample identifiers.
A portion of the data frame (along with the dimensions of the
data frame) are shown here:

>head(rsc_dog)  
                   TCC.1 TCC.2 TCC.3 TCC.4 TCC.5 TCC.6 TCC.7 normal.1 normal.2 normal.3 
ENSCAFG00000014413     4    20   221    11    51     8    18        7       42       27 
ENSCAFG00000014412    94    29    64    91   603   271   234       26      126      143 
ENSCAFG00000014410    66    15    26    14   200    78    16       14       80      118 
ENSCAFG00000014417     0     0     0     0     0     0     0        0        0        0 
ENSCAFG00000014416   440   196   202   373   411   766   629      208      605      225 
ENSCAFG00000014415    37    27    30    39   244   102   111       25      162       99 

>dim(rsc_dog)  

[1] 24580    10 

 
In the above example, the R function "dim" gives the row

and column dimensions of its argument (the data frame
"rsc_dog").

6. Normalized mRNA-seq counts for the first species should be
contained in a data frame "rsc_norm_dog" with the same row
and column names as "rsc_dog." A portion of the data frame
(along with the dimensions of the data frame) are shown here:

>head(rsc_norm_dog)

TCC.1  TCC.2  TCC.3  TCC.4  TCC.5  TCC.6  TCC.7 normal.1 normal.2
normal.3
ENSCAFG00000014413   4.15  38.30 386.92  16.99  15.42   5.00  13.44    20.73    21.81
19.48
ENSCAFG00000014412  97.44  55.53 112.05 140.53 182.27 169.37 174.69    77.00    65.44
103.18
ENSCAFG00000014410  68.42  28.72  45.52  21.62  60.46  48.75  11.94    41.46    41.55
85.14
ENSCAFG00000014417   0.00   0.00   0.00   0.00   0.00   0.00   0.00     0.00     0.00
0.00
ENSCAFG00000014416 456.10 375.33 353.65 576.01 124.24 478.74 469.57   616.00   314.24
162.35
ENSCAFG00000014415  38.35  51.70  52.52  60.23  73.76  63.75  82.87    74.04    84.14
71.43

>dim(rsc_norm_dog)

[1] 24580    10

Raw and normalized mRNA-seq counts for the second
species (in this vignette, human) should be stored in data
frames named "rsc_human" and "rsc_norm_human,"
respectively.
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7. Sample group information for the mRNA-seq datasets for each
species. For each species, the sample group information should
be contained in a single-column data frame in which the row
names are unique sample names. A portion of the data frame
for the example human-dog analysis vignette (along with the
dimensions of the data frame) is shown here:

>head(dog_sample_info)

external_name
s01         TCC.1
s02  TCC.2
s03         TCC.3
s05      normal.1
s06         TCC.4
s34         TCC.5

>dim(dog_sample_info)

[1] 10  1

Sample information for the other species (in this vignette,
human) should be stored in a similar data frame (in this
vignette, we will assume the data frame is named
"human_sample_info").

8. Ortholog mappings between the two species, in the form of a
two-column data frame whose first column contains Ensembl
gene identifiers for the second species (in this example vignette,
human) and whose second column contains the Ensembl gene
identifier of an ortholog (if any) for the gene in the first species
(in this example vignette, dog). Such a mapping can be
obtained using Ensembl BioMart. A portion of the data
frame for the example human-dog analysis vignette (along
with the dimensions of the data frame) is shown here (see
Note 2).

>head(human_dog_ensg)

Ensembl.Gene.ID Dog.Ensembl.Gene.ID
1 ENSG00000261657                    
2 ENSG00000223116                    
3 ENSG00000233440               
4 ENSG00000207157                    
5 ENSG00000229483                    
6 ENSG00000252952  ENSCAFG00000025776

>dim(human_dog_ensg)
[1] 65999     2

3 Methods

Below, I outline the steps required to carry out an unsupervised and
a supervised comparison of mRNA-seq data sets from two species,
using as an example mRNA-seq data sets from a cross-species (dog
and human) study of bladder cancer. The first five steps of the
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workflow involve performing identical transformations on the data
sets for individual species, and thus, for those steps I show the
example R commands only for the dog mRNA-seq data set (the R
commands for the human data set are identical except for replacing
"dog" with "human" in the commands).

1. For each species, compute (for each gene and each sample
group) the geometric mean of the normalized log2 expression
levels of the gene for all the samples in the sample group. Then,
for each gene, compute the maximum sample-group-averaged
expression level. Using the reshape2 R package, these steps can
be performed for a given species using a single R command.
For the dog data set, the command would be (example output
also shown):

library(reshape2)
rsc_maxexp_dog <- setNames(aggregate(value~gene,

data=aggregate(value~gene+condition,

data=merge(setNames(melt(log2(1+as.matrix(rsc_norm_dog))),

c("gene","sample_name","value")),
col_data_dog, by.x="sample_name",

by.y=0),
FUN=mean),

FUN=max),
c("gene","max_exp"))

>head(rsc_maxexp_dog)

gene       maxexp
1 ENSCAFG00000014413  68.60036224
2 ENSCAFG00000014412 133.12610293
3 ENSCAFG00000014410  56.05202922
4 ENSCAFG00000014417   0.00000000
5 ENSCAFG00000014416 404.80579062
6 ENSCAFG00000014415  76.53825143

>dim(rsc_maxexp_dog) 

[1] 24580     2 

In the above R command, the function "melt" converts a
data frame from a wide format to a narrow "melted" format
[28], the function "merge" combines sample information with
the melted data frame of normalized log2 counts, and the outer
and inner calls to the function "aggregate" compute the inter-
sample-group maximum and intra-sample-group geometric
mean (respectively) of the log2 counts on a gene-level basis.
Usually, the distribution (over genes) of the sample-group-
maximum normalized expression levels is bimodal, with the
lower mode corresponding to genes with either zero or
extremely low transcript abundances in any sample group;
however, the distribution can differ between experimental
data sets and between species (Fig. 1). It is usually convenient
to filter out low-expressed genes under the premise that their
mRNA-seq counts are likely noise-dominated (this step also
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has a benefit of reducing the number of hypothesis tests per-
formed for individual-gene-level differential expression analy-
sis) [20, 29]. Therefore, it is convenient to select (on a
per-species basis) the local intermodal minimum as the cutoff
for defining a gene that is expressed in at least one sample
group [30], as shown in the next step.

2. For each species, compute the minimum-expression-level cut-
off using kernel density estimation. For the dog dataset, the R
commands and expected output would be

maxexp_density_dog <- density(rsc_maxexp_dog$max_exp)
cutoff_dog <- optimize(approxfun(maxexp_density_dog$x, maxexp_density_dog$y),
interval=c(1,10))$minimum

>cutoff_dog

[1] 2.96

(indicating an expression level cutoff of 2.96 for the dog
mRNA-seq dataset). In the above statement, the R function
"density" returns an R object representing the kernel density-
estimated distribution of the function argument, the R func-
tion "approxfun" performs linear interpolation, and the R
function "optimize" finds the point at which a given function
of one or more variables attains a minimum value over a speci-
fied region of the domain of the given function.

3. For each species, filter the data matrices to remove any genes
that are not expressed based on the minimum-expression-level
cutoff that was defined above. For the case of the dog dataset,
the R commands and example output would be

0.0

0.2

0.4

0 5 10 15
max_exp

de
ns

ity species
dog
human

Fig. 1 Density distributions of the per-gene maximum (across sample groups) of
the within-sample-group-average log2 expression level, for the dog and human
mRNA-seq data sets. It is clear that different expression level thresholds apply
for the two mRNA-seq data sets
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genes_exp_dog <- rsc_maxexp_dog$gene[which(rsc_maxexp_dog$max_exp >= cutoff_dog)]
rsc_exp_dog <- rsc_dog[genes_exp_dog, ]
rsc_norm_exp_dog <- rsc_norm_dog[genes_exp_dog, ]

>head(rsc_norm_exp_dog)

TCC.1  TCC.2   TCC.3  TCC.4  TCC.5  TCC.6  TCC.7 normal.1 normal.2 
normal.3
ENSCAFG00000014413   4.146  38.30  386.92  16.99  15.42   5.00  13.44    20.73    21.81    
19.48
ENSCAFG00000014412  97.440 55.53  112.05 140.53 182.27 169.37 174.69    77.00    65.44   
103.18
ENSCAFG00000014410  68.416  28.72   45.52  21.62  60.46  48.75  11.94    41.46    41.55    
85.14
ENSCAFG00000014416 456.104 375.33  353.65 576.01 124.24 478.74 469.57   616.00   314.24 
162.35
ENSCAFG00000014415  38.354  51.70   52.52  60.23  73.76  63.75  82.87    74.04    84.14    
71.43
ENSCAFG00000020948 572.204 712.36 1442.62 237.82  29.93 204.37 431.50   796.66   382.80   
324.69

>dim(rsc_norm_exp_dog)

[1] 13572    10

4. For each species, select only the genes that are expressed (as in
step 3) and whose Ensembl gene identifier maps to a HGNC
gene symbol, including normalized expression data in log2
scale. For cases where multiple Ensembl gene identifiers map
to a single HGNC gene symbol, average the gene expression
data in log2 scale. For the case of the dog dataset, the R code
and example output would be

rsc_norm_exp_mapped_dog <- data.frame(
aggregate(. ~ Associated.Gene.Name,

data=merge(dog_ensgene_to_symbol[which(dog_ensgene_to_symbol$Associated.Gene.Name != ""),
, drop=FALSE],

rsc_norm_exp_dog, by.x=0, by.y=0)[,-1],
FUN=function(expvals) {mean(log2(expvals+1))}),

row.names=1)

>head(rsc_norm_exp_mapped_dog) 

TCC.1 TCC.2  TCC.3 TCC.4  TCC.5  TCC.6 TCC.7 normal.1 normal.2 normal.3
5S_rRNA 1.050 4.302  3.509 3.793 0.7252 1.4334 1.436    3.957    4.023    2.957
7SK     4.045 4.216  4.017 4.733 4.1991 4.1246 4.722    4.090    4.226   3.943
A2M     9.674 9.387 10.456 5.063 8.7988 4.1598 4.453    8.441    9.698   10.338
A4GALT  5.779 4.333  4.673 5.128 4.5833 4.3923 4.297    5.982    4.096    5.001
AAAS    4.908 5.148  5.171 4.768 5.8385 5.2668 4.762    3.983    4.261    5.155
AADAC   0.000 3.114  2.644 0.000 0.3810 0.7004 0.000    3.683    3.751    3.879

>dim(rsc_norm_exp_mapped_dog)

[1] 11703    10

In the above statement, the R function "merge" is used to
combine data frames containing the mRNA-seq data and con-
taining mappings between Ensembl gene identifiers and
HGNC gene symbols; the R function "aggregate" is used to
compute the per-sample average expression level for all
Ensembl genes that map to a given HGNC gene symbol; and
the function "data.frame" is here used to construct a new data
frame from a given data frame, taking the first column of the
given data frame as row names for the new data frame.

298 Stephen A. Ramsey



5. For each species, map the gene expression data to gene
function-based expression index levels (specifically, enrichment
scores based on the Gene Set Enrichment Analysis test statistic
[24]) using the Gene Set Variation Analysis (GSVA) algorithm
[13]. This can be done in two R commands:

library(GSEABase)

library(GSVA)

gsc5 <- geneIds(getGmt("c5.all.v5.1.symbols.gmt",
collectionType=BroadCollection(category="c5"),
geneIdType=SymbolIdentifier()))

gsva_dog_c5 <- gsva(data.matrix(rsc_norm_exp_mapped_dog), gset.idx.list=gsc5,
rnaseq=TRUE, method=c("gsva"), verbose=TRUE)

>head(gsva_dog_c5$es.obs)

TCC.1  TCC.2 TCC.3 TCC.4 TCC.5 TCC.6 TCC.7 normal.1 normal.2 
normal.3
NUCLEOPLASM               -0.193 -0.205  0.02  0.13 -0.17  0.12  0.16   -2e-01   -0.033
0.09
EXTRINSIC_TO_PLASMA_MEMB. -0.022  0.049 -0.11  0.24  0.18  0.14  0.31    2e-01   -0.234
-0.25
ORGANELLE_PART            -0.206 -0.083  0.04  0.08 -0.05  0.13  0.07   -2e-01   -0.006 
0.02
CELL_PROJECTION_PART       0.287 -0.124 -0.07  0.05 0.13  0.08 -0.23    2e-01    0.101 
0.28
CYTOPLASMIC_VESICLE_MEMB. -0.008 -0.001 -0.22  0.34  0.19  0.45  0.39   -4e-01   -0.311 
-0.37
GOLGI_MEMBRANE             0.122 -0.063  0.01  0.02  0.15  0.14 -0.04   -3e-04   -0.109 
-0.17

>dim(gsva_dog_c5$es.obs)

[1] 1454   10

In the above example R code, the function "getGmd"
reads in the gene set information from a file in a GMT format;
the function "geneIds" returns the gene set information as a
list; the "data.matrix" function constructs a numeric matrix
from the contents of a data frame; and the function "gsva"
transforms the mRNA-seq normalized log2 count data to gene
function-level, per-sample enrichment scores using the Gene
Set Variation Analysis method.

6. Merge the GSVA-transformed expression data matrices from
the two species together, and merge that data with the sample
metadata for the datasets for the two species together:
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gsva_merged <- merge(gsva_dog_c5$es.obs, gsva_human_c5$es.obs, by.x=0, by.y=0)

>dim(gsva_merged)

[1] 1452  443

sample_data_merged <- data.frame(rbind(col_data_dog, col_data_human),
species=c(rep("dog", nrow(col_data_dog)),

rep("human", nrow(col_data_human))))

>head(sample_data_merged, n=15)

condition species
TCC.1       cancer     dog
TCC.2       cancer     dog
TCC.3       cancer     dog
TCC.4       cancer     dog
TCC.5       cancer     dog
TCC.6       cancer     dog
TCC.7       cancer     dog
normal.1   normal     dog
normal.2    normal     dog
normal.3    normal     dog
UCCB_1      cancer   human
UCCB_2      cancer   human
UCCB_3      cancer   human
UCCB_4      cancer   human
UCCB_5      cancer   human

>dim(sample_data_merged)

[1] 443   2

In the above example R code, the "rep" function creates a
vector by replicating its function argument, and "rbind" func-
tion combines two data frames by stacking them vertically.

7. Analyze the merged, GSVA-transformed data using Multidi-
mensional Scaling [31] in two dimensions (also known as
Principal Coordinates Analysis or PCoA). PCoA gives a planar
coordinate location for each mRNA-seq sample such that the
distance between each pair of samples in the plane corresponds
(as closely as possible) to a quantitative dissimilarity measure
between their respective mRNA-seq samples. The R command
for this step, and example output, are as follows:

pcoa_results <- cmdscale(dist(t(gsva_merged)))$points

>head(pcoa_results, n=15)

[,1] [,2]
TCC.1    -5.2   -1
TCC.2    -4.0 -1
TCC.3    -2.3    6
TCC.4     3.7    3
TCC.5    -2.7    2
TCC.6     0.3    5
TCC.7     3.7    2
normal.1 -1.1   -4
normal.2  1.7   -5
normal.3  3.9   -5
UCCB_1    2.2    2
UCCB_2   -6.0    6
UCCB_3   -7.7    6
UCCB_4   -3.0    6
UCCB_5   -9.3   -5

>dim(pcoa_results)

[1] 443   2
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In the above R command, the "t" function returns the
transpose of its argument, and the "cmdscale" function returns
a list object whose "points" element contains the PCoA
coordinates.

8. Merge the PCoA results with the sample metadata and visualize
PCoA results as a scatter plot. Each of these steps can be
performed in a single R command as shown below (with exam-
ple output):

merged_pcoa_data <- data.frame(sample_data_merged, pcoa_results, )

>head(merged_pcoa_data, n=15)

condition species    X1    X2 
TCC.1       cancer     dog -5.20 -1.01   
TCC.2       cancer     dog -3.97 -1.38   
TCC.3       cancer     dog -2.31  5.53   
TCC.4       cancer     dog  3.65  3.43   
TCC.5       cancer     dog -2.70  2.01   
TCC.6    cancer     dog  0.27  4.89   
TCC.7       cancer     dog  3.66  1.68   
normal.1    normal     dog -1.11 -4.41   
normal.2    normal     dog  1.73 -5.33   
normal.3    normal     dog  3.94 -5.44   
UCCB_1      cancer   human  2.23  2.44   
UCCB_2      cancer   human -5.97  5.65   
UCCB_3      cancer   human -7.65  5.80   
UCCB_4      cancer   human -2.98  6.34   
UCCB_5      cancer   human -9.29 -5.45   

>dim(merged_pcoa_data)

[1] 443   4

library(ggplot2)

ggplot_res <- ggplot(data=merged_pcoa_data) +
geom_point(aes(x=X1, y=X2, colour=condition, shape=species, alpha=species), size=4) +
guides(alpha=FALSE, size=FALSE) + theme(text=element_text(size=30)) +
scale_alpha_manual(values = c(1.0, 0.3))

>print(ggplot_res)

The PCoA co-visualization of the human and dog bladder
datasets is shown in Fig. 2 (see Note 3). In the above R
command, the function "ggplot" sets the data source for the
plot, the function "geom_point" creates a scatter plot; the
"theme" function is used to set the point size for the text labels
in the plot; and the function "scale_alpha_manual" defines the
two alpha transparency levels to be assigned to the two values
for the "species" column in the data frame.

9. For each species, and for each gene that is expressed above
background, compute an intraspecies log2 expression ratio
and p-value (for the test of equal means of the log2 expression
levels of the two sample groups) based on a negative binomial
distribution-based count model:
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library(DESeq2)

deg_dog_df <- results(DESeq(DESeqDataSetFromMatrix(countData=rsc_exp_dog,
colData=data.frame(condition=factor(col_data_dog$condition,

levels=c("normal","cancer")),

row.names=rownames(col_data_dog)),
design=~condition)))

>head(deg_dog_df) 

log2 fold change (MAP): condition cancer vs normal 
Wald test p-value: condition cancer vs normal 
DataFrame with 6 rows and 6 columns

baseMean log2FoldChange     lfcSE      stat    pvalue      padj
<numeric>      <numeric> <numeric> <numeric> <numeric> <numeric>

ENSCAFG00000014413     17.3        -0.4098     0.613   -0.6684    0.5039     0.655
ENSCAFG00000014412     117.8         0.6927     0.399    1.7362    0.0825     0.185
ENSCAFG00000014410      45.4        -0.4414     0.538   -0.8211    0.4116     0.575
ENSCAFG00000014416     392.7         0.1547     0.489    0.3162    0.7518     0.846
ENSCAFG00000014415      65.3        -0.3228     0.314   -1.0291    0.3034     0.468
ENSCAFG00000020948     513.7         0.0463     0.738    0.0628    0.9499     0.969

>dim(deg_dog_df)

[1] 13572    6

In the above output table, "padj" (i.e., padj) is the p-value
that has been adjusted for multiple hypothesis tests (i.e., a
q-value) using the Benjamini-Hochberg correction [32]. The
"DESeqDataSetFromMatrix" function constructs an object
containing the sample information and mRNA-seq count data
for each (expressed) gene; the "DESeq" function performs
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Fig. 2 Principal coordinates analysis (PCoA) showing combined transcriptome
profiling data sets from human bladder samples and dog bladder samples. Even
in this unbiased (i.e., blinded to sample group type) analysis of the data, there is
a similar line of separation between normal and cancer samples in both dogs
and humans, indicating a high degree of similarity between the human and dog
bladder cancer transcriptomes at the levels of gene functions
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per-gene differential expression testing; and the "results" func-
tion returns the results of the differential expression testing as a
data frame. The R command to compute log2 expression ratios
and p-values for the second species (in this vignette, human)
would be identical to the above command, but with "human"
replacing "dog."

10. Select ortholog pairs of genes for which the genes are differen-
tially expressed ( padj < 0.05 for each of the genes in the
ortholog pair), and organize log2 ratios for each of the ortho-
log pairs (in the two respective species) in a two-column data
frame.

deg_dog_human_comb_df <- merge(as.data.frame(deg_dog_df), 
merge(as.data.frame(deg_human_df), 

human_dog_ensg, by.x=0, by.y=1), by.x=0, by.y=8)

deg_dog_human_comb_df_filt <- deg_dog_human_comb_df[which(deg_dog_human_comb_df$padj.x < 
0.05 & 
deg_dog_human_comb_df$padj.y < 0.05),]

>dim(deg_dog_human_comb_df_filt)

[1] 1788   14

Thus, 1788 ortholog pairs of genes are differentially
expressed in both dog and human bladder cancer (vs. normal
bladder) with a false discovery rate of 0.05.

11. Scatter plot of log2 ratios for ortholog gene pairs, across
mRNA-seq studies in two species.

scatter_plot <- ggplot(deg_dog_human_comb_df_filt) +
geom_point(aes(x=log2FoldChange.x, y=log2FoldChange.y)) +
theme(text=element_text(size=20)) +
xlab(expression(log[2](cancer/normal)~"in dog")) + 
ylab(expression(log[2](cancer/normal)~"in human"))

>print(scatter_plot)

This analysis shows that there is a significant correlation
between upregulation or downregulation of a gene in human
bladder cancer, and upregulation or downregulation of its dog
ortholog in canine bladder cancer (Fig. 3).

4 Notes

1. Not all non-human genes will have a known human ortholog
with a HGNC symbol.

2. A single-human gene can have multiple dog orthologs (or vice-
versa), and thus, a given Ensembl human or dog gene identifier
can appear multiple times in the above data frame (thus
explaining the large number of rows in the data frame).

3. Even in the unsupervised analysis shown in Fig. 2, a general
separation of normal from cancer samples is evident across the
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two species (although given the very large TCGA cohort size,
some overlap between cancer and normal is seen for the TCGA
dataset).
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Chapter 15

Multi-agent Simulations of Population Behavior:
A Promising Tool for Systems Biology

Alfredo Colosimo

Abstract

This contribution reports on the simulation of some dynamical events observed in the collective behavior of
different kinds of populations, ranging from shape-changing cells in a Petri dish to functionally correlated
brain areas in vivo. The unifying methodological approach, based upon a Multi-Agent Simulation (MAS)
paradigm as incorporated in the NetLogo™ interpreter, is a direct consequence of the cornerstone that
simple, individual actions within a population of interacting agents often give rise to complex, collective
behavior.
The discussion will mainly focus on the emergence and spreading of synchronous activities within the

population, as well as on the modulation of the collective behavior exerted by environmental force-fields. A
relevant section of this contribution is dedicated to the extension of the MAS paradigm to Brain Network
models. In such a general framework some recent applications taken from the direct experience of the
author, and exploring the activation patterns characteristic of specific brain functional states, are described,
and their impact on the Systems-Biology universe underlined.

Key words Multi agent systems, Complex adaptive systems, Dynamic simulations, Ising models,
Brain networks

1 Introduction

1.1 Generalities Little doubt remains that the emergence of complexity in most
natural phenomena [1, 2] is not an exception but a rule imposing,
as a corollary, a severe limit to their quantitative prediction on the
long term: hence, a systemic perspective relying upon statistical [3]
and simulation studies [4, 5] could open new avenues in the field.
Moreover, any reliable approach to the simulation of population
dynamics stemming from the interactions among individuals as well
as produced by environmental factors, in the last fifty years should
be most welcome.

The left panel of Fig. 1 (modified from [6]) shows, in the
evolving landscape of modern informatics, the relatively recent
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appearing of computational strategies appropriate to reproduce
complex functions and collective behavior of interacting agents.

The general philosophy inspiring Multi Agent Systems (MAS)
is reminiscent of cellular-automata and adaptive systems [7] whose
basic idea [8] is generalized including the possible influence of
agents in any cell of the grid on the behavior of agents localized
in any other cell.

As a matter of fact, MAS are most often implemented in studies
concerning numerous populations of interacting agents capable of
simple, autonomous actions producing complex, collective behav-
ior,. It is worth noting that single agents lack a full global view of
the system on their own, but show self-organization as well as self-
steering and sophisticated individual behaviors. In other words, the
utility of MAS remains outstanding when one looks for:

l A qualitative account of the global population’s behavior from
the known features of the single agents and of their spatial
location.

l A quantitative refinement of the model parameters describing
the collective behavior with the aim of fitting at best the dynam-
ics observed in experimental data.

Among the several software tools available in this framework
NetLogo™ [9] has the advantage of being: (1) frequently updated
by an active users-community, (2) endowed with a relatively
smooth learning curve, and, (3) last but not least, freely available.
NetLogo™ is an interpreted programming environment based
upon LOGO™, one of the classical Artificial Intelligence (A.I.)
languages, and is particularly well suited for modeling complex

Fig. 1 Left: Development of Multi-Agent Systems (MAS) from other similar disciplines (Modified from [6]).
Right: The space (global domain) in which agents move is a grid of variable size where each single location
(local domain) can be endowed with specific features, like attractive/repulsive ability caused by force-fields of
defined intensity and shape
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systems’ behavior under the influence of environmental factors
[10, 11]. In particular, it allows representing such factors in the
form of space-dependent force fields, and making the agents
responsive to them by associating the force-fields with the proper-
ties of the spatial grid where the agents live and move. Some
obvious applications include temperature/pressure gradients,
chemical diffusion, electromagnetic/gravitational interactions, etc.

1.2 MAS and System

Biology

Multi-Agent Systems (MAS) and Systems Biology (SB) in their
relatively recent history share a number of deep connections, both
from a theoretical perspective and in a more practical, applicative
dimension. It could not be different from that, since Systems
Biology too is based on the understanding that the whole is greater
than the sum of the parts and actually shares with MAS a holistic
approach to explore the biological complexity and to design pre-
dictive, multiscale models. Thus, once again Complexity is the most
significant, pregnant, and meaningful keyword characterizing the
problems of interest for both MAS and System Biology.

Having stressed that, however, it is difficult to overemphasize
the tenet that both are concerned with networks. As a matter of
fact, the mutual relationships between agents in MAS find an
immediate operational representation in the network’s links. The
semantics of words like network and system, on the other hand,
directly refers to an ensemble of (even nonlinearly) interacting
elements.

Finally, it is quite interesting that the following citations from
ISB [12]:

“. . .. our bodies are made up of many networks that are integrated and
communicating on multiple scales . . ...” and “. . . Systems biology looks at
these (biological) networks across scales to integrate behaviors at different levels,
to formulate hypotheses for biological function and to provide spatial and
temporal insights into dynamical biological changes. . ..”

seem to reflect exactly the most demanding and exciting ambition
of MAS.

2 The Influence of External Force-Fields

In our own experience we could appreciate the advantage of using
MAS-based simulations particularly in the study of:

1. Shape changes induced by force fields in cell populations
in vitro.

2. Synchronous activation of brain neurons.

In all the cases reproducing the observed time-dependent
trends provided qualitative, precious hints to work out solid mech-
anistic hypotheses.
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The unifying element in the above cases was the presence of
force-fields affecting the dynamic behavior of the agents. The fields
were time-invariant and their spatial dependence was of the form

FFd ¼ FFoe
�d:

where FFd is the force-field strength at distance d from the source
FFo.

The numerical resolution of such space dependence was
directly proportional to the granularity of the agents’ world
(the grid).

In the detailed description of each case the research problem in
the background will be briefly sketched, as well as the simple rules
defining the behavior of the single agents and the typical results
provided by the simulations.

2.1 Cell Shapes

and Fields

2.1.1 The Problem

The morphofunctional changes within a population of initially
similar elements can be the result of coexisting endogeneous
(genetic) and/or exogeneous (environmental) factors. The quanti-
fication of their relative importance remains of crucial interest, due
to the obvious functional—pathological modifications linked to the
morphological changes.

According to a crude but quite useful approximation, switching
from one conformation (C1) to another (C2), namely C1!C2, can
be described by a simple first-order process. The rate of the process,
V1, is ruled by a kinetic constant k1, namely V1 ¼ k1 � [C1], where
the square brackets indicate molar concentration. If the switch is
reversible, the same reasoning applies to the reverse process,
C1J  C2, leading to an equilibrium condition when
V1 ¼ k1 � [C1] ¼ V2 ¼ k2 � [C2]. Thus, under equilibrium
conditions the C1/C2 ratio is given by k2/k1.

2.1.2 The Model The interconversion from a “regular,” yellow (Y) to a “spiky,” blue
(B) shape, within a population of up to several thousand cells is
modeled as a standard biochemical equilibrium between two con-
formations [13] influenced by:

l Chemical factors (“apparent” kinetic constants for the B!Y and
Y!B conversions).

l Physical factors (external force-fields).

The “apparent” kinetic constants include an “intrinsic” factor
as well as two “environmental” factors regulated by two specific
force-fields. Each of the two force-fields influences only one of the
two kinetic constants.

Figure 2 shows how a population of agents all in the same
yellow state at time ¼ t0 (panel A), undergoes a reversible shift to
another (blue) state, reaching different equilibria ruled by different
k1:k2 ratios. Such ratios are 1:1; 0.7:0.3 and 0.3:0.7 in panels B, C
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and D, respectively, where k1 rules the yellow! blue rate. In panel
D the global time course of the considered process is reported and
the arrows indicate the three equilibrium states. Such a simulation
exercise can be obviously approached through the corresponding
set of differential equations, available in this case. However, the
appealing feature of the MAS simulator remains the straightfor-
ward, intuitive connection with the statistical nature underlying any
first-order kinetic process: for example, when k1 ¼ 0.7 the switch
fromC1 toC2 of each member of the agents population is provided
by the following statement:

ask agents [if color ¼ yellow and random 100 < 70 [set color ¼ blue]]

where random <100 is a random integer between 0 and 99.

2.1.3 Some Results Connecting structural and functional properties has always been
the most useful way to describe and predict the behavior of living
systems, independent of size and specific features. This entitles the
use of the above modeling approach at different dimensional levels
and, in particular, in the case of cell populations where phenotypical
(structural) changes may reflect events of huge physiological and
pathological relevance. More specifically, having in mind the
changes in cellular and tissue architecture associated with neoplastic

Fig. 2 Dynamics of conformational changes. A 100% “regular, yellow” population of agents (pretty similar to a
cell population in a Petri dish, panel A) at t0 undergoes a reversible transition to a “spiky, blue” state. The
yellow/blue ratio at equilibrium, as defined by the rates of the direct and inverse change, is about 1, 2, and 0.5
in panels B, C, and D, respectively (see also the text). Panel E shows the time course of an overall process
including the transitions A!B!C!D!A, and the arrows indicate, from left to right, the equilibrium state in
B, C, and D
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transformations [14] the two types of agents in the shown simula-
tions have been characterized by both different color (yellow/blue)
and shape (regular/spiky). Due to the crucial influence on the cells
behavior attributed to a manifold of exogenous (environmental)
factors, it also appears of special interest the easy reproduction of
that influence by means of external force-fields, as exemplified in
Fig. 3. The aggregation induced by different force-fields on a
specific cell type is just one of the many relevant effects which
could be made more and more realistic as far as their type and
specificity is concerned. As a matter of fact, some relatively slight
improvements in the simulator would produce relevant predictions,
amenable to experimental tests. Such improvements mainly deal
with a precise modeling the influence of gravitational-fields, cell
density, and various chemical factors on the conformational switch.

2.2 Synchronized

Neurons

2.2.1 The Problem

A depolarizing wave moving at a 3 mm/min speed in the rabbits
cortex has been observed since a long time by Leao [15] and named
Cortical Spreading Depression (CSD), since after its passage the
cortex remained inactive for some time. In 1994, however, Laur-
itzen [16] showed that associated with the visual aura in human
migraine was a high-activity wave moving in the anterior direction
from the occipital region at speed from 2 to 6 mm/min. The
synchronous activity of large neuron patterns is triggered by the
synchronous activity in a relatively restricted area, which represents
the “epileptic focus.” From that area, the synchronous activity
spreads throughout the whole brain, so that an increasing number
of neurons become active at the same time. CSD is not limited to
the occipital area: its starting point may be observed most

Fig. 3 Clustering of “regular” and “spiky” agents induced by specific force-
fields. The agents simulate a mixture of two (yellow and blue) cell types in a Petri
dish and the sources of the force-fields are indicated by small dots of the
corresponding color, outside the Petri dish
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frequently in a specific (CA1) hyppocampal area, followed by the
neo-cortex, and it remains a most interesting phenomenon of
neural synchronization.

2.2.2 The Model The facilitated tuning of the reciprocal interactions between agents
in a MAS has always produced a most impressive output whenever
such interactions are endowed with a rythmic trend reflected by a
set of regular/periodic oscillations.

Brain neurons may be represented by agents having an activity-
cycle of the same duration and able to switch from a resting to an
active state at a given instant within its activity-cycle. Activation of
each single neuron occurs at a randomically chosen instant within
its activity-cycle; it often occurs, however, that synchronous activa-
tion patterns emerge as a result of an autocatalytic process in which
more and more neurons become active at the same time. The initial
random activation becomes synchronized since each neuron tries
and rearranges its own activity cycle in order to match the activity
cycle of other neurons in the neighborhood. It is allowed to do
that, however, only if the neuron senses a minimum number of
active neurons within defined spatial and temporal windows. In
order to reproduce periodic synchronization we made the activity
status of each neuron depending upon its metabolic energy so that,
below a given energy threshold, the neuron is unable to synchro-
nize with other neurons. In addition, the metabolic energy level
influences the maximal distance at which the neuron may sense
other neurons. Under resting conditions (random activation), the
metabolic energy increases at a relatively slow rate; during synchro-
nous activity, however, the decrease in energy proceeds at a much
higher rate. In other words, the synchronous activation regime is
characterized by a high metabolic cost, which cannot be sustained
for a long time. Whenever a lower energy threshold is reached, the
synchronization mechanism is stopped and the random activation
(resting condition) restored. Thus, the energy supplies can be
replenished making a further synchronization event possible.

2.2.3 Some Results Figure 4 shows the activity patterns observed in the area represent-
ing a coronal section of the human brain, by means of a simulation
device described elsewhere [17]. The six panels in the figure refer to
the neurons activity distribution at various times (proportional to
the ticks number in each panel) from an initial fully randomic
distribution (see the inset) to the synchronous ring of neurons
clustering in different and alternating regions of the brain.

As compared to other programmable tools specialized for neu-
ronal systems, like Neuron™ [18], the MAS approach appears
much more flexible, although probably less powerful in terms of
manageable models size. As an example, by a minimum amount of
programming effort in the Netlogo environment, it was relatively
straightforward to work out simulations based upon completely
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different mechanisms, as those shown in Figs. 4 and 5. On the basis
of the latter one, in particular, it looks very promising the possible
synergic combination of a multi-agent environment with other
general-purpose programmable simulation algorithms (like genetic
algorithms) to underpin the basic mechanisms at the root of highly
complex functions in the human Central Nervous System.

In any case, a common mechanism for migraine and epilepsy
based upon the synchronization of specific neuronal regions was
confirmed and satisfactorily simulated also by a multi-agents pro-
gramming environment, which paves the way for further, more
ambitious extensions [19].

3 Functional Connections and Correlations in Brain Networks

Using a MAS-based simulation engine to study the functional
properties of a neuronal network is simplified by the straightfor-
ward identification of MAS agents and links with, respectively,
network nodes and ties. In a MAS representation of neuronal net-
works, in fact, an agent can be assimilated to a single neuron, to a
set of functionally correlated neurons, or even to a given brain
region. Moreover, functional relationships among sub-networks
are not necessarily associated with well-defined anatomical
connections.

Fig. 4 Synchronized activity in brain neurons. The top left, middle, and right panels show the active neurons at
the maximum, minimum, and intermediate synchronization levels, respectively. The bottom panels show the
corresponding trend of metabolic energy. Notice, close to the central sulcus in the right hemisphere, the
“epileptic focus” triggering the synchronization wave
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The scarcity of detailed experimental information is often a
severe limit to designing accurate and realistic mechanistic models;
the intrinsic flexibility of a MAS-based simulation strategy, how-
ever, may often smooth the problem. At our knowledge, such a
strategy has not been systematically attempted as yet to simulation
of regulatory phenomena where local interactions between couples
of nodes (neurons) induce the emergence of a global behavior
pointing to a homeostatic equilibrium.

A direct comparison with an alternative strategy based on dif-
ferential equations would probably be unfavorable to our approach
in terms of speed and efficiency, but not in terms of straightforward,
intuitive correspondence between in vivo and in silico events.

The basic experimental reference typical of any simulation of
functionally correlated brain areas is depicted in Fig. 6: from such
information a functional connectivity matrix [20] is derived and
henceforth used as a compact reference to the number of nodes in
the network and to their reciprocal interaction.

The simulation strategies designed in the two following sec-
tions deal with the so-called default condition of brain activity,
which is in a resting state characterized by the absence of any

Fig. 5 Oscillating activity waves of brain neurons simulated by a MAS. Panels from I to VI have been recorded
in sequence at about the same time interval (10� 5 s) from each other. The program used in the simulation is
described in [17]
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external stimulation. The focus was on the type of interactions
occurring between different brain areas in terms of positive/nega-
tive correlations in one case, and in terms of synchronous activation
in the other.

3.1 The Role

of Negative

Correlations

3.1.1 The Problem

Up to now, studies on functional brain networks mainly focused on
positive correlations between cerebral areas due to the still not well-
defined nature of the negative ones. Negative correlations have
been often interpreted as a preprocessing artifact, namely as a global
signal regression [21], although significant relations have been
found between negative correlations and caffeine intake, medita-
tion, brain development and aging, schizophrenia, different social
and cognitive tasks [22]

3.1.2 The Model A possible topology of negative functional networks has been
described by several recent papers by means of Network Theory
[23] and of Balance Theory [24]. While the former theory is
particularly useful in providing quantitative parameters of network
topologies, the latter one helps in defining the conditions for the
networks’ functional stability. This is of special interest, since it may
suggest possible mechanisms accounting for the influence of nega-
tive correlations on the functional equilibria between brain areas.

A well-known feature of the MAS is the flexible rearrangement
of connection patterns according to simple rules. Such rules, in the
case of networks, smooth the difference in the activity levels of

Fig. 6 Correlation matrix between Regions of Interest (ROIs) of a single subject from functional Magnetic
Resonance Imaging (fMRI) data. The raw activation (BOLD effect) data are plotted in a normalized, false color
scale. The original fMRI images of the subject are divided into 90 ROIs and from each ROI the time series are
extracted (acquisition time 450 s at 3 Hz frequency, in order to obtain discrete series of 150 elements). The
correlation matrix was calculated for all possible couples of the 90 ROIs (modified from [32])
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different sub-networks by acting on the sign of links or even form-
ing new links aiming to reach a more stable global condition.

Figure 7 (top panel) shows a simple 9-node network imple-
mented in a Multi Agents System accounting for the arrangement
of both positive and negative correlations as well as for the homeo-
static regulation between regions (sub-networks A, B, C) through a
negative feedback mechanism. Thanks to the graphical facilities of
Netlogo™ [9, 10] environment, the (de)activation signals traveling
from input node to output nodes are easily reproduced and visua-
lized in terms of time-dependent changes in the nodes’ size.

The mechanism in Fig. 7, coupled to the underlying MAS
programming environment, reproduced some relatively sophisti-
cated homeostatic phenomena (see below), and its possible exten-
sion to the study of stability alterations of pathological significance
is foreseeable.
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Fig. 7 Top: Dynamic features of a simple 9-node network. The direction of the link between nodes 0, 1 is
0! 1 in (II) and 1! 0 in (I ). The latter condition is the only one compatible with a global stability. Bottom:
The (I ) ! (II) and (II) ! (I ) transitions start at t ¼ 0 and t ¼ 0.5, respectively. The graph describes the
consequential time-dependent changes in activity (size) of nodes 0, 1, and 6 (representative of the three
sub-networks) (modified from [32])
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3.1.3 Some Results Figure 8 shows an intuitive dynamical representation of the net-
work global activation states as obtained making the nodes’ size
proportional to the activation level which, in turn, depends upon
the energy(information) flowing through the links. Thus, in order
to overcome the unbalanced state (0) in the figure, a new link of
appropriate sign can in principle be formed involving one of three
different couples of nodes, as shown in (I), (II), and (III). In full
agreement with the second stability theorem of the Balance Theory
[24], only in the last case the global pattern of signs guarantees a
global stability state. In the (I) and (II) conditions, the global
instability produces an oscillatory regime of activation, as shown
by the time courses in the bottom panels of the figure. It should be
noted that the oscillations in the time courses reflect the autono-
mous generation in the network of an extra link whenever a given
threshold in the energy of some node is trespassed (as in the three
hypertrophic nodes in the sub-network “a” of the (0) state). The

Fig. 8 Simulating homeostatic equilibria of sub-networks by MAS. The architecture of the network is the same
as in Fig. 3. From an initial state characterized by the hyperactivity of the sub-network in (0), a more balanced
global configuration can be reached by activating some extra links between the nodes in sub-network a and
nodes in sub-networks b and c. This gives rise to a new sub-network, e, located in different possible locations,
three of which are represented in (I ), (II), and (III). The table in the lower left corner contains the sign of the
links in the sub-networks of the more balanced (III), less balanced (0), and intermediate (I, II), networks. The
“S” indicates the energy level corresponding to an equilibrium state (modified from [32])
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new links generated in (I) and (II), however, can only relieve the
system from the surplus of energy in the “a” sub-network and
cannot guarantee as table equilibrium (S): soon after brushing
against the equilibrium, in fact, a new cycle is immediately initiated.
Solely in state (III) the global link pattern is stabilizing the
equilibrium.

Thus, the role of restoring a global stability in the network is
assigned to the emergence of a new sub-network in a specific
location with a specific link architecture (pattern(III) in Fig. 8). It
is interesting to note that the above picture is strongly reminding
the “negative feedback” mechanism so often invoked to describe
the modulation of physiological equilibria in metabolic cycles.
However, at odds with metabolic cycles, where the chemical nature
(or concentration) of substance(s) flowing through the direct and
inverse pathways is different, in the present case the activation level
of the target node is the only essential trigger of the negative
feedback.

3.2 Ising Models

of Brain Areas Activity

3.2.1 The Problem

The areas of human brains active in the “default” mode [25] elicit
peculiar interest since their role under that condition is not fully
understood [26]. Due to the huge complexity of brain physiology
[27] even a crude modeling approach to the problem is welcome,
particularly if—as in the case of the Ising model—it looks able to
describe a phase transition (flipping) of an ensemble based upon the
dynamical behavior of its single components. Such an abstract
model can be extended from the original context of spin alignment
of microscopic magnets to other transition-like phenomena, as the
liquid/gas transition in a fluid or—as in the present case—to the
active/resting transition in the functional states of brain networks.

From experimental evidence of the type in Fig. 6, the problem
can be tackled considering the following sequential steps:

l Extracting from fMRI records the time series which describe the
activity levels of the Regions Of Interest (ROIs). In the present
case, for each of 90 ROIs the time series included 150 elements.

l Calculating from the time series a correlation matrix that is a
functional connectivity matrix (Fig. 6).

l Filtering the values in the above matrix by some threshold
(including the sign) in order to work out a symmetric Adjacency
Matrix [AM] like that in Fig. 9 (A) of 19 selected ROIs in the
present case, whose generic element [AM]i,j represents the
weight of the link connecting agents i and j. The first three
rows in panel (A) contain the XYZ coordinates of the
corresponding ROI, according to the MRI Atlas of the
Human Brain-Harvard Medical School [28].
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l Recoding one of the triangular, specular, halves (above or below
the main diagonal) in the symmetric Adjacency Matrix as a 2D
squared lattice (Fig. 9(B)).

l Discretizing first (Fig. 9(C)) and then binarizing into þ1 or �1
the values in the squared lattice (Fig. 9(D)) according to a given
threshold (in the present case ¼ 0.35).

The whole procedure is shown in Fig. 9, with reference to the
time series of the selected 19 ROIs which, arranged in any possible
binary combination produce, from the correlation matrix reported
in panel (a), the final output reported in panel (d). The final output
is a binary squared lattice to be submitted to the Ising model
implemented in the MAS environment. Notice that the lattice’s
side length of 13 is an approximation of the correlations’ number in
one of the triangular submatrices in panel (a), given by

(A)

(C)
(B)

(D)

X -12.14 -24.33 -28.33 -36.06 13.05 0.89 25.59 28.44 43.24 14.64 -3.17 -47.57 19.31 0.65 2.30 49.95 -0.54 -23.52 26.83
Y -57.80 11.66 -37.15 -81.40 -53.43 -57.24 26.48 -33.47 -74.44 -45.78 49.37 -67.88 38.32 -53.25 -14.88 -63.53 -8.46 -28.52 -22.56
Z 15.33 54.93 -15.07 32.22 14.27 53.98 45.02 -19.27 31.67 -53.21 13.70 34.56 47.40 28.23 36.12 32.05 4.19 -12.79 -17.11

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
1 0.00 0.17 0.54 0.47 0.88 0.35 0.32 0.45 0.44 0.25 0.43 0.39 0.34 0.69 0.15 0.39 0.15 0.46 0.38
2 0.17 0.00 0.19 0.43 0.13 0.26 0.37 0.11 0.30 0.12 -0.06 0.09 0.09 0.03 -0.09 0.14 -0.02 0.10 0.05
3 0.54 0.19 0.00 0.43 0.54 0.28 0.26 0.50 0.36 0.17 0.23 0.22 0.23 0.32 0.04 0.24 0.10 0.53 0.37
4 0.47 0.43 0.43 0.00 0.44 0.47 0.31 0.36 0.66 0.18 0.11 0.23 0.17 0.30 -0.03 0.27 0.07 0.24 0.19
5 0.88 0.13 0.54 0.44 0.00 0.39 0.37 0.46 0.48 0.22 0.44 0.35 0.38 0.71 0.16 0.41 0.13 0.46 0.41
6 0.35 0.26 0.28 0.47 0.39 0.00 0.40 0.23 0.45 0.10 0.06 -0.05 0.09 0.30 0.08 0.12 0.02 0.09 0.07
7 0.32 0.37 0.26 0.31 0.37 0.40 0.00 0.18 0.43 0.09 0.22 0.09 0.41 0.26 0.11 0.31 0.07 0.10 0.13
8 0.45 0.11 0.50 0.36 0.46 0.23 0.18 0.00 0.34 0.14 0.17 0.15 0.14 0.24 0.03 0.16 0.06 0.34 0.34
9 0.44 0.30 0.36 0.66 0.48 0.45 0.43 0.34 0.00 0.17 0.09 0.19 0.25 0.30 -0.02 0.43 0.05 0.18 0.20

10 0.25 0.12 0.17 0.18 0.22 0.10 0.09 0.14 0.17 0.00 0.13 0.16 0.10 0.21 0.03 0.16 0.11 0.12 0.10
11 0.43 -0.06 0.23 0.11 0.44 0.06 0.22 0.17 0.09 0.13 0.00 0.47 0.48 0.60 0.43 0.33 0.24 0.35 0.33
12 0.39 0.09 0.22 0.23 0.35 -0.05 0.09 0.15 0.19 0.16 0.47 0.00 0.38 0.57 0.18 0.50 0.09 0.32 0.24
13 0.34 0.09 0.23 0.17 0.38 0.09 0.41 0.14 0.25 0.10 0.48 0.38 0.00 0.44 0.21 0.42 0.08 0.24 0.23
14 0.69 0.03 0.32 0.30 0.71 0.30 0.26 0.24 0.30 0.21 0.60 0.57 0.44 0.00 0.35 0.49 0.14 0.38 0.34
15 0.15 -0.09 0.04 -0.03 0.16 0.08 0.11 0.03 -0.02 0.03 0.43 0.18 0.21 0.35 0.00 0.13 0.17 0.14 0.16
16 0.39 0.14 0.24 0.27 0.41 0.12 0.31 0.16 0.43 0.16 0.33 0.50 0.42 0.49 0.13 0.00 0.07 0.24 0.22
17 0.15 -0.02 0.10 0.07 0.13 0.02 0.07 0.06 0.05 0.11 0.24 0.09 0.08 0.14 0.17 0.07 0.00 0.20 0.20
18 0.46 0.10 0.53 0.24 0.46 0.09 0.10 0.34 0.18 0.12 0.35 0.32 0.24 0.38 0.14 0.24 0.20 0.00 0.60
19 0.38 0.05 0.37 0.19 0.41 0.07 0.13 0.34 0.20 0.10 0.33 0.24 0.23 0.34 0.16 0.22 0.20 0.60 0.00

Fig. 9 Brain activity patterns represented as matrices. (A) Adjacency matrix (AM) derived from a correlation
matrix of the type in Fig. 6. The 19 ROIs can be identified by the 3D coordinates in the first three rows [44];
(B) Upper Triangular Submatrix of the AM in the form of Square Lattice (SL); (C) Recoding of (SL) on a discrete
Gray Scale (GS) from 0 to 1, and white for negative values; (D) binary and colored rendering of (C)
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�

n � n � 1ð Þ=2ð Þ
q

,

where n¼ 19, number of rows or columns of the Adjacency Matrix
in panel (a).

3.2.2 The Model An abstract Ising model [29, 30] considers each site i in a lattice as
associated with a discrete variable, si, with value þ1 or �1 standing
for up or down spin, respectively. In the absence of external forces
the total energy of the lattice is given by

H sð Þ ¼ �J
X

<i, j>
s i, s j ,

where the notation <i,j > indicates that sites i and j are nearest
neighbors and J is a coupling constant. A competition arises
between thermal fluctuations (reflecting the interaction with the
environment), which induce the system to get disordered, and the
opposite tendency to get organized in some specific way depending
on the interaction or coupling (J) between the sites. The spins flip if
flipping decreases their energy, but sometimes also flip into a higher
energy state. The flipping probability is calculated by a Metropolis
algorithm, based on the formula

e
�Ediff=T ,

where Ediff is the potential gain in energy and T is the temperature.
Thus, flipping to a higher energy state directly depends upon
temperature and inversely upon Ediff. The Ising model is lying in
the calculation of the energy at each site as the negative of the sum
of the products of its spin with each of its neighbors’ spins.

We took advantage of the 2D Ising algorithm in the software
library of the Netlogo environment [31] which uses a Metropolis/
Monte Carlo method for the probabilistic time evolution of the
spins in conjunction with space periodic boundary conditions and
four nearest neighbors for each node. First, we traced, according to
the Ising model, each element of the square lattice (SL) depicted in
Fig. 9d in its evolution along time windows of different lengths:
thanks to the association to brain areas in the (AM) of Fig. 9a, this
allows following at each time step the evolution dynamics of each
ROI in the original (AM) through its correlations with all other
ROIs. Thus, by summing up for each row i (or column j) the values
of the corresponding column j (or row i), the global activation
dynamics of each (ROI) can be reconstructed in the considered
time window.

The implementation of the above procedure was tested
through the temperature dependence of activity trends of the type
shown in Fig. 10 concerning three randomly selected areas. The
activity trend observed at a reference temperature of 2.27 a.u.,
(Fig. 10, upper panel) disappears by about doubling the value of
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the temperature (Fig. 10, lower panel). This is expected, due to
temperature-induced disorder overcoming the ordering effect of
the spin alignment.

3.2.3 Some Results The trend appearing in Fig. 10a can be explored over a much longer
time window, as in Fig. 11, where an oscillatory behavior is clearly
shared by the three areas at hand, namely 3, 9, and 15.

Once again the role of temperature in defining the conditions
under which the phase transition in the spin alignment can be
observed, is clearly emerging: Table 1 summarizes the Pearson
correlation of the trends reported in Figs. 10 and 11 for the three
brain areas under consideration. Pretty similar results have been
observed in other areas. Lower correlation values are associated
with the higher temperature particularly in the longer time window
(1000 a.u.), indicating essentially random trends.

In addition, the information reported in Fig. 12 points to a
well-synchronized and self-sustaining order appearing after a rela-
tively short time (Fig. 12, middle panel) and keeping stable from
there on if no change occurs in the experimental conditions. Need-
less to say, at higher temperature (5 a.u.), the corresponding trends
in Figs. 10 and 11 are constantly reproduced.

Whether or not the above observations are amenable to physi-
ological interpretation remains open to discussion. Despite the
simple data acquisition setup, any Ising-inspired model necessarily
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Fig. 10 MAS simulation of activity trends in brain areas by an Ising model—I. Vertical and horizontal axes
indicate, respectively, activity levels and time, both in a.u
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requires a careful analysis of the temperature effects and of the
probabilistic threshold for spontaneous spin flipping in the repro-
duction of brain areas activation dynamics, which is in due course
now in our lab.
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-30
-20
-10

0
10
20
30

T = 2.27 (a.u.) ; WW
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Area3 Area9 Area15

Fig. 11 MAS simulation of activity trends in brain areas by an Ising model—II. But for the much wider time
window, all other conditions are identical to those in Fig. 10. Notice that 1000 a.u., namely machine time
units, correspond to about 35 s on a MacBook Pro equipped with 2.6 GHz Intel Core i7 processor

Table 1
Pearson correlation coefficient between numerical series of time-dependent activity in some brain
areas

T ¼ 2.27 a.u. T ¼ 5 a.u.

Area3 Area9 Area3 Area9

t window ¼ 50 a.u. Area9 0.34 0.28
Area15 0.45 0.43 0.37 0.12

t window ¼ 1000 a.u. Area9 0.91 0.15
Area15 0.92 0.94 0.12 0.12
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4 Conclusion

Following the Newtonian track, originated in the realm of celestial
mechanics and immediately generalized to any kind of time-
dependent events, dynamical simulations are traditionally obtained
by mathematical models based upon numerical integration of dif-
ferential equations. The chaotic behavior of complex systems, how-
ever, provides severe limitations to any long-term prediction by
deterministic models and opens the door to an alternative approach
based upon qualitative, stochastic models. It is worth stressing that
the latter remains the only possible approach whenever the phe-
nomena of interest concern the collective behavior of large popula-
tions of relatively simple elements.

On these premises, Multi Agent Systems (MAS) perform reli-
able simulations of population-dynamics phenomena depending
upon the interactions of the population members among each
other and with the environment. Thus, the utility of MAS is to be
primarily appreciated in the design of mechanistic models account-
ing for some collective behavior. Another, more ambitious, context
deals with the quantitative refinement of the model’s parameters, in
the aim to fit the experimentally observed dynamics. All in all, as
compared to the traditional approach based on approximated
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T = 2.27 (a.u.)

Fig. 12 Arising of stable and highly correlated activity trends in brain areas under default state. All conditions
are the same as in Figs. 10 and 11. The table on the right contains the correlation coefficient at the considered
temperature (T ) and time span (t)
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solutions of differential equations, Multi Agent Systems appear as a
more intuitive and rewarding approach, particularly in the initial
exploration phase of complex phenomena.

The applications presented here provided a description of the
model’s dynamic response to various combinations of endogenous
and exogenous factors, useful in the development of new ideas and
mechanisms. In some cases, however, whenever the MAS showed
able to faithfully reproduce the observed data trends, its aim
exceeded the purely descriptive dimension and a quantitative
answer to some specific mechanistic questions could be proposed
and empirically tested.

Finally, it is fair to stress that, due to the prevailing interest of
the author, a major emphasis has been given to only a few among
the many characteristic features of MAS, namely: 1) the straightfor-
ward account of the environmental force-fields influence on the
agents behavior, and 2) the synchronous and/or correlated activa-
tion exerted by agents upon each other.

Dealing with a much wider range of phenomena the euristic
power of MAS could also emerge [10] as an outstanding tool to
face many relevant issues typical of System Biology.
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Chapter 16

Metabolomics: Challenges and Opportunities in Systems
Biology Studies

Luca Casadei, Mariacristina Valerio, and Cesare Manetti

Abstract

Metabolomics has the capability of providing predisposition, diagnostic, prognostic, and therapeutic
biomarker profiles of individual patients, since a large number of metabolites can be measured in an
unbiased manner from biological samples. In this setting, 1H-Nuclear Magnetic Resonance (NMR)
spectroscopy of biofluids such as plasma, urine, and fecal water offers the opportunity to identify patterns
of biomarker changes that reflects the physiological or pathological status of an individual patient.
In this chapter, we show as a metabolomics study can be used to diagnose a disease, classifying patients as

healthy or as pathological taking into account individual variability.

Key words Precision medicine, Metabolomics, NMR spectroscopy, Principal component analysis,
Linear discriminant analysis, Covariance analysis

Abbreviation

λ g-Log transformation parameter
CF Cystic fibrosis
FID Free induction decay
g-log Generalized log
JRES 2D 1H J-resolved
LDA Linear discriminant analysis
NaN3 Sodium azide
NMR Nuclear magnetic resonance
PC Principal component
PI Pancreatic insufficiency
p-JRES Proton-decoupled skyline projections
PQN Probabilistic quotient normalization
TSP Sodium salt of 3-(trimethylsilyl) propionic-2,2,3,3-d4 acid,

98 atom % D
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1 Introduction

Systems biology, acquiring a holistic perspective to explain the
complexity of a biological system as a whole, is having and will
have an ever-greater impact on the current health care. We are
shifting from diagnosis and treatment of diseases by symptoms to
precision medicine in which each patient is treated taking into
account environmental factors, lifestyle habits, genetic information,
and molecular phenotype [1, 2].

One of the most challenging goals in the precision medicine era
is to develop an experimental approach to establish the phenotypic
properties of an individual in an objective and repeatable way as well
as the phenotypic changes related to genetic and environmental
factors [3]. In this effort, metabolomics, i.e., the study of all low
molecular weight (~50–1500 Da) molecules or metabolites within
biological samples, plays an important role. By providing a compre-
hensive biochemical fingerprint of a biological system at the cell,
tissue, or organism level, metabolomics offers a systemic approach
to the study of various diseases without first having to identify
markers of the disease [4]. Consequently, metabolomics can help
clinicians in the screening, diagnosis, treatment, and monitoring of
many diseases.

The main complementary high-throughput platforms for
metabolomics are Mass Spectrometry and Nuclear Magnetic Reso-
nance (NMR). NMR gives a direct fingerprint of the system, thus
providing a unified picture of whole metabolome across the identi-
fication of all major metabolite classes simultaneously. The
subsequent use of statistical and mathematical tools plays a key
role in extracting meaning from this “big data.” The metabolic
descriptors so identified become the coordinates of a new system
of reference represented by metabolomic maps on which patients
and their response to therapy are located.

NMR-based metabolomics has already been applied in many
disease studies [5].

Moreover, metabolomic analysis showed the potential to pre-
dict the prognosis or the response to treatments from baseline
metabolic profiles [6, 7], highlighting the potential of metabolo-
mics analysis in patient stratification and personalized medicine.

We propose here as a case study the analysis of fecal samples
from young patients with fibrosis cystic (CF) and healthy children
(controls) to characterize the metabolic impact of variations of the
gut microbiota. In fact, cystic fibrosis is a lethal hereditary disorder
involving respiratory infections, chronic inflammation, repeated
antibiotic treatments and hence influencing the gut microbiota
profiles.
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2 Materials

2.1 Fecal Sample

Collection

1. Collect at least 50 mg of feces for sample in a 1.5 ml Eppendorf
tube (see Note 1).

2.2 Reagents

for Sample Preparation

1. D2O, 99.9 atom % D.

2. Phosphate-buffered saline (PBS) tablet.

3. Sodium azide (NaN3).

4. Sodium salt of 3-(trimethylsilyl) propionic-2,2,3,3-d4 acid,
98 atom % D (TSP).

2.3 Equipment 1. 500 MHz spectrometer (Bruker BioSpin Corp., Billerica, MA,
USA or Agilent Technologies, Santa Clara, CA, USA or Jeol
Ltd., Akishima, Tokyo, Japan). However, 400 or 600 MHz
NMR instruments are commonly also used in metabolomic
studies.

2. Analytical balance.

3. 1.5 ml Eppendorf tubes.

4. Spatula.

5. Micropipettes and pipette tips.

2.4 Software for Data

Analysis

Several commercial and free licensed software packages are available
for NMR data processing, postprocessing, and statistical analysis.
Only the most widely used software is reported.

1. Software for processing NMR data: TopSpin (Bruker BioSpin
Corp., Billerica, MA, USA), VNMRJ (Agilent Technologies,
Santa Clara, CA, USA), MetaboLab [5] in the MATLAB pro-
gramming environment (MathWorks, Inc., Natick, MA).

2. Software for postprocessing NMR data: ACD/NMR processor
(Advanced Chemistry Development Inc. (ACD/Labs), Tor-
onto, ON, Canada), MetaboLab [8] in the MATLAB pro-
gramming environment (MathWorks, Inc., Natick, MA).

3. Software for multivariate data analysis: SIMCA-Pþ (Umetrics,
Umeå, Sweden), PLS-Toolbox (Eigenvector Research, Man-
son, WA) in MATLAB.

3 Methods

3.1 Phosphate-

Buffered Saline

for NMR Sample

Preparation

Prepare the 10 mM D2O (99.9 atom % D) phosphate-buffered
saline solution at pH 7.4 and 25 �C by mixing PBS tablets (as indi-
cated by the manufacturer), TSP 1 mM and NaN3 10 mM.
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3.2 Sample

Preparation for NMR

Spectroscopy

1. Dissolve each sample in 1 ml of 10 mM D2O phosphate-
buffered saline solution at pH ¼ 7.4.

2. Homogenize samples by using a vortex mixer for 1 min.

3. Centrifuge samples at 14,000� g for 10 min at 20 �C to obtain
fecal water. After centrifugation, transfer 600 μl of each result-
ing supernatant into a 5 mm NMR tube.

3.3 Acquisition,

Processing,

and Postprocessing

of NMR Data

3.3.1 NMR Setup

1. Set temperature to 298 K.

2. Properly position a representative sample inside the probe and
leave 5 min to equilibrate the sample temperature.

3. For obtaining a good signal-to-noise ratio: adjust the probe-
head tuning and matching; lock and shim the sample on D2O;
calibrate the 90� pulse length; determine the power, length,
and frequency offset for HDO signal suppression by using the
presaturation pulse.

4. Once an optimal signal is obtained, transfer the setting para-
meters to the other samples (see Notes 2–4).

3.3.2 Two-Dimensional

2D 1H J-Resolved

For the analysis of fecal water samples, J-resolved pulse sequence is
used to observe resonances better, as they are partially or
completely buried in a typical 1D spectrum. This sequence
improves the quality of the metabolic information extracted.

1. Acquire 2D 1H J-resolved (JRES) NMR spectra using a double
spin echo sequence [9], suppressing the residual water signal
with the presaturation technique.

2. Use the following parameters to acquire the JRES spectra:
transients per increment, 16; total increments, 32; dummy
scans, 16; data points, 16k; spectral width for direct (F2 or
chemical shift) dimension, 6 kHz; spectral width for indirect
(F1 or J-coupling) dimension, 40 Hz; relaxation delay, 2 s.

3. Processing the NMR data carrying out the following opera-
tions: zero-fill the F1 data to 256 data points; multiply each
Free Induction Decay (FID) with a combined sine-bell/
exponential function in the F2 dimension and a sine-bell func-
tion in the F1 dimension; apply Fourier Transform to each
dimension; tilt the spectra by 45�; symmetrize the spectra
about F1 dimension; calibrate chemical shifts to the TSP
methyl protons at 0.00 ppm; apply a zero-order baseline cor-
rection of spectrum.

4. Exporting the proton-decoupled skyline projections (p-JRES)
in a suitable format (arrange the exported 1D-skyline projec-
tions into a matrix of N samples (rows) by M variables (col-
umns)) for subsequent postprocessing treatment.
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3.3.3 NMR Data

Postprocessing

NMR data postprocessing is a necessary step of metabolomics
pipeline to extract useful information related to the state of
biological system. This step helps to avoid sources of variation in
the data, such as dilution effect, subtle changes in chemical shifts,
line-widths, and baseline across series of spectra, which can interfere
with the outcome of the statistical analysis, leading to false
deductions.

NMR data postprocessing usually includes exclusion of
non-informative regions, binning, normalization, scaling, and
data export for subsequent multivariate statistical analysis.

1. Remove the regions in the spectra that contain only noise and/or
exogenous peaks. Therefore, exclude the spectral regions outside
the window 0.5 (including TSP signal) and 9.0 ppm and those
containing the residual water (δ 4.7–5.0 ppm) and drug peaks.

2. Reduce the dimensionality of data splitting the p-JRES spectra
into small segments (bins or buckets) with variable widths
ranging from 0.01 to 0.04 ppm to ensure that each bin con-
tains the same signals throughout all the spectra. If local peak
shifts across series of spectra are still observed, compress groups
of bins into single bins or alignment of the spectra. Then,
integrate the signal within each bin (see Note 5).

3. Normalize the binned spectra by applying the Probabilistic
Quotient Normalization (PQN) [10, 11] method to make
spectra comparable:

(a) Set the total spectral area of every spectrum to 100.

(b) Calculate as a reference spectrum the median spectrum
(median of each variable/bin area) of healthy group
samples.

(c) Calculate the quotient between the area of each spectral
bin of the considered spectrum and that of the
corresponding bin in the reference spectrum.

(d) Calculate the median of all the quotients.

(e) Divide all the variables of the considered spectrum by the
median quotient.

(f) Repeat steps c–e for all spectra.

4. Scaling the data by applying the generalized log (g-log) trans-
formation [12, 13] to make the variables within spectra
comparable:

(a) Estimate the g-log transformation parameter (λ) by the
maximum likelihood method using a set of five replicate
measurements.

(b) Obtain these five replicates from a single homogeneous
pool of fecal water samples from healthy and pathological
patients. Process the replicate spectra as described above
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(i.e., selection of exclusion regions, binning, and
normalization).

5. Mean centered the data: subtract the mean value of each vari-
able from the original data of that bin.

3.4 Statistical

Analysis of NMR Data

1. Reduce the data by using Principal Component Analysis. This
process assigns to each sample a score relative to each extracted
component (Principal Component, PC). The extracted com-
ponents are independent of each other by construction, thus
they are non-overlapping features of the studied system. Use
the component scores to plot PC maps of the samples which
best provide an indication of the differences between the classes
(healthy or disease groups) in terms of metabolic similarity.

2. Carry out separate inferential statistics (t-test) on the different
component scores, so as to check for the statistical significance
of the between groups differences.

3. Compare the metabolic profiles and the clinical features of each
patient by Pearson’s correlation and/or ANOVA test, having as
dependent variables the components and as regressors (sources
of variation) potential modulating or confounding factors.

4. After having verified the absence of potentially confounding
factors on the PCs, apply a linear discriminant analysis (LDA)
to the components so as to develop a predictive model for the
classification of patients in healthy or disease groups.

5. In the case of statistically significant effects of confounding
factors on discriminant components, correct (covariance analy-
sis or partial correlation analysis) for the effect of the above-
mentioned factors. This procedure will allow estimating the
actual degree of association between DA-based membership
class probability and clinical status.

We investigated the NMR data by using Principal Component
Analysis (PCA) carried out on samples from young patients with
cystic fibrosis (CF) and healthy children. Five components are
sufficient to explain the 40% of the variance in the metabolic data.
The score plot in Fig. 1-NMR shows a clear separation between the
CF and healthy children on the PC1 ( p¼ 0.001 by t-test) and PC4
(p < 0.0001 by t-test).

In this study, since the metabolic status of the CF patients could
be influenced by several variables such as age, gender, and antibiotic
and probiotic assumption, we decided to assess whether any of
these factors could influence the separation between CF patients
and healthy children. To address age and gender as potential con-
founding factors, the metabolic profiles and the clinical features of
each child were compared by Pearson’s correlation, while for asses-
sing antibiotic and probiotic assumption variables, the metabolic
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profiles were analyzed by the ANOVA test for each CF patient
(Tables 1 and 2 NMR).

Age and gender as well as antibiotic and probiotic assumption
were no confounding factors. Only for healthy children, a negative
correlation with PC1 (ρ ¼ �0.426; t-test 2006 vs. 2011 p ¼ 0.03;
2007 vs. 2011 p ¼ 0.04) as well as a positive correlation with PC4
were found (ρ¼ 0.456; t-test 2006 vs. 2009 p¼ 0.02; 2006 vs. 2010
p ¼ 0.03; 2006 vs. 2011 p ¼ 0.003; 2007 vs. 2011 p ¼ 0.02).

After having verified the lack of effects of potentially confound-
ing factors on PC1 and PC4, a linear discriminant analysis (LDA)
was applied to the PC1 and PC4 components to develop a predic-
tive model for the classification of children in healthy or CF groups.
The model discriminated the two groups with a sensitivity, specific-
ity, and accuracy of 86%.
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Fig. 1 PCA score plot (PC1 vs. PC4) of the 1H-NMR profiles of fecal samples obtained from 30 patients with
cystic fibrosis and 36 healthy children

Table 1
Spearman’s correlations between age and metabolic profiles in CF and healthy patients

Patients

Principal components

PC1 PC2 PC3 PC4 PC5

All �0.213 �0.197 �0.241 0.381 0.117

CF �0.204 �0.027 �0.440 0.200 0.318

Healthy �0.426 �0.372 �0.164 0.456 �0.148

Significant values (p < 0.05) are in bold
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Interestingly, from the results of Pearson’s simple and partial
correlation analysis among DA-based membership class probability,
clinical status (healthy or sick), and pancreatic insufficiency
(PI) factor, we inferred that the metabolic variations in cystic fibro-
sis are mainly associated with pancreatic insufficiency. In fact, the
correlation coefficient between DA-based membership class proba-
bility and clinical status (r ¼ 0.77) adjusted for the PI effect
dropped to 0.38 (Tables 3 and 4 NMR), thus pointing to pancre-
atic insufficiency as the main driver of metabolism-based
classification.

In particular, PC4 was highly correlated with PI (r ¼ 0.60),
while PC1 carries information partially independent of PI.

Table 2
Sources of variability in metabolomic data of CF patients and healthy children as measured by
analysis of variance (ANOVA)

Factors Patients

Principal components

PC1 PC2 PC3 PC4 PC5

Gender All 0.001 (0.976) 0.199 (0.657) 0.032 (0.858) 0.303 (0.584) 1.367 (0.246)

CF 1.077 (0.309) 3.309 (0.080) 0.090 (0.767) 1.296 (0.265) 1.75 (0.197)

Healthy 0.010 (0.923) 1.239 (0.274) 0.216 (0.645) 0.229 (0.635) 0.078 (0.781)

Antibiotic

consumption

CF 0.018 (0.894) 1.768 (0.195) 10.922 (0.003) 0.121 (0.731) 5.362 (0.029)

Probiotic consumption CF 3.116 (0.089) 0.015 (0.904) 2.909 (0.100) 0.199 (0.660) 0.590 (0.449)

The table reports the F-values for each factor and, in parenthesis, the corresponding p-values. Significant values

( p < 0.05) are in bold

Table 3
Pearson’s correlation analysis among DA-based membership class probability, clinical status
(healthy or sick), and pancreatic insufficiency factor (PI)

DA-based membership
class probability

Pancreatic
insufficiency factor

Clinical status
(healthy or sick)

DA-based membership
class probability

1.0 0.762 0.768 (0.383)

Pancreatic insufficiency
factor

0.762 1.0 0.822

Clinical status (healthy
or sick)

0.768 (0.383) 0.822 1.0

In parenthesis, partial correlation coefficient between DA-based membership class probability and clinical status adjusted

for the PI effect is reported
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4 Notes

1. If you cannot prepare the fecal samples immediately after col-
lection, store them at �80 �C.

2. For each experiment, the magnetic field homogeneity must be
optimized through an accurate shimming. To check if a sample
is properly shimmed, you can observe the full-width at half-
maximum of lactate peak that should be less than 1.7 Hz,
before applying apodization and symmetric shape. TSP peak
is not a reliable signal to check the quality of shimming due to
the huge amount of proteins present in the sample, which
influence its line-width because TSP binds to proteins.

3. Samples must be acquired in randomized order.

4. It is useful to run a standard solution to identify potential
impurities arising from reagents and preparation procedures.

5. The most common method of spectral binning is the so-called
equidistant binning, i.e., each spectrum is divided into bins
with fixed width, typically 0.04 ppm. The weakness of this
method is that, under certain experimental conditions, single
peaks can be divided into two neighboring bins, generating
artifacts. To avoid this problem, several mathematical algo-
rithms [14–17] have been developed to vary the individual
size bin. For example, ACD intelligent bucketing method
(ACD/NMR processor, Advanced Chemistry Development
Inc. (ACD/Labs), Toronto, ON, Canada), a combination of
equidistant binning and non-equidistant binning, sets the
bucket divisions at local minima (within the spectra) to ensure
that each resonance is in the same bin throughout all spectra.

Table 4
Pearson’s correlation analysis among PC1, PC4, clinical status (healthy or sick), and pancreatic
insufficiency factor (PI)

PC1 PC4
Pancreatic
insufficiency factor

Clinical status (healthy
or sick)

PC1 1.000 �0.012
(�0.334)

0.388 0.382 (0.120)

PC4 �0.012
(�0.334)

1.000 0.604 0.592 (0.210)

Pancreatic
insufficiency factor

0.388 0.603 1.000 0.822

Clinical status (healthy
or sick)

0.382
(0.120)

0.592
(0.210)

0.822 1.000

In parenthesis, partial correlation coefficients among PC1, PC4, and clinical status adjusted for the PI effect are reported
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Chapter 17

Systems Biology-Driven Hypotheses Tested In Vivo:
The Need to Advancing Molecular Imaging Tools

Garima Verma, Alessandro Palombo, Mauro Grigioni, Morena La Monaca,
and Giuseppe D’Avenio

Abstract

Processing and interpretation of biological images may provide invaluable insights on complex, living
systems because images capture the overall dynamics as a “whole.” Therefore, “extraction” of key, quanti-
tative morphological parameters could be, at least in principle, helpful in building a reliable systems biology
approach in understanding living objects. Molecular imaging tools for system biology models have attained
widespread usage in modern experimental laboratories. Here, we provide an overview on advances in the
computational technology and different instrumentations focused on molecular image processing and
analysis. Quantitative data analysis through various open source software and algorithmic protocols will
provide a novel approach for modeling the experimental research program. Besides this, we also highlight
the predictable future trends regarding methods for automatically analyzing biological data. Such tools will
be very useful to understand the detailed biological and mathematical expressions under in-silico system
biology processes with modeling properties.

Key words Molecular imaging, Software, System biology, Omics, Modeling, Laboratory data
management

1 Introduction

System biology is a growing field of research, stimulated by the
combination of multiple factors: primarily, the advent of high-
performance computing enables the simulation of the behavior of
increasingly complex dynamic systems, described by the large num-
ber of equations. Moreover, the abundance of data from experi-
mental biology is amenable to providing the appropriate input to
sophisticated models of biological domains, as well as data for the
validation of such models. System biology aim is centered on the
description by quantitative experimental methodologies and the
calculation of the behavior of the mathematical models represent-
ing the biological processes in order to discover the novel

Mariano Bizzarri (ed.), Systems Biology, Methods in Molecular Biology, vol. 1702,
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phenomena and to identify biochemical events, including cell sig-
naling, cell cycle, and different biological pathways [1, 2].

In agreement with this perspective, new opportunities are dis-
closed to understand biological systems and functions of cellular
tissues and components, leading to interesting predictions of
biological interest, even for an evidence-based, personalized
approach to treatment [3]. Nowadays, system biology is becoming
the borderline of modern biological research with a great amount
of data stemming from the new omics approaches. This complex
situation can be very challenging to be understood without a
network or a systems point of view, with the associated computa-
tional analyses [3, 4].

Furthermore, a systems biology perspective will contribute to
reshaping our view regarding the theory of biological phenomena
[4]. To understand the system biology approach in modern
biological research we need the powerful computational tools cur-
rently available, which are used to manage the large-scale data sets
of information on cellular structures, genetics, proteins, cytoskele-
ton [5]. These types of tools are able to build the dynamic system
models to perform the simulation and interpretation of the
mechanisms of some cellular behavior from a system viewpoint
[6, 7]. There are several mathematical techniques that were created
on the basis of systems biology and have been developed to study
the methodological properties of the complex living networks
[8]. At present, mathematical modeling is gaining increasing
importance to explain and predict the behavior of biological
systems.

New system biology applications are continuously appearing,
spurred by the development of tools and techniques [9–11]. Such
instruments leverage on the platforms for the local and global
analysis, e.g., high-throughput genomics and proteomics equip-
ment. The important point here is to define the quantitative models
that are able to decipher the biological information [12].

We believe that quantitative models of System biology are help-
ful in identifying key dynamical features, which would have a fruitful
impact on pharmaceutical and medicinal practice. According to Hir-
oaki Kitano the technical and system level analysis not only permits
the visualization for molecular interactions but also speeds up the
measurement with various developed methodologies [13].

The borders of System biology are not yet clearly defined. From
the basic biological knowledge, System biology can be brought to
consider also predictive capabilities for patients, in case of a possible
healthcare service supply. Therefore, this field of investigation can
have far-reaching consequences, in the patients’ standpoint.

Moreover, the wealth of data available about a particular
biological process is usually not cast in a harmonized form, since
many different sources can be used, typically. Indeed, data
structured by the System biology approach are heterogeneous:
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they span from textual information (such as that retrieved from
repositories of biomedical papers, e.g., Medline) to quantitative
results (from biological, physical, chemical, or bioengineering stud-
ies). The former is usually affected by semantic ambiguities, so that
a proper processing phase is required to filter textual information.
The case of semantic heterogeneity is then frequently occurring.

Nature of semantic heterogeneity—It is important to clarify
what semantic heterogeneity is. Sheth and Larson [14] suggest
that heterogeneity occurs “. . . when there is a disagreement about
the meaning, interpretation or intended use of the same or related
data [in different databases].” But they noted that “. . . this problem
is poorly understood, and there is not even an agreement regarding
a clear definition of the problem.” Ontology’s role is to help
unbundle the objects and make clear the relation between them.

For the purposes of database integration, the traditional philo-
sophical (metaphysical) notion of ontology is useful—where this is
“the set of things whose existence is acknowledged by a particular
theory or system of thought.” From the perspective of database
integration, each database can be regarded as a “theory” that
acknowledges the existence of a set of objects—its ontology.
Some care needs to be taken to distinguish this traditional meta-
physical use of the word ontology from one that was recently
developed in Computer Science. Here an ontology is regarded as
a “specification of a conceptualization” and has been applied to a
wide range of things, including dictionaries. This sense of the word
does not give us a fine-grained enough tool for our needs: it regards
a database simply as an ontology—and so it cannot make sense of
talking about the ontology underlying it, let alone underlying a set
of databases.

Along with the traditional philosophical sense of ontology
there is a related notion of semantics—where this is the relationship
between words (data) and the world—the word (data) describe.
This needs to be distinguished from the different, but related, sense
of the word in linguistics where it means the study of meaning.
These notions of ontology and semantics can then be used to
describe two other useful notions—that of an ontological model
and semantic divergence.

An ontological model is a model that directly reflects the ontol-
ogy. There is a simple semantics where each object in the ontology
has a direct relationship with the corresponding representation in
the model. One of the characteristics of an ontological model is that
the representations in it can be regarded as the names of the objects
in the ontology.

Semantic divergence occurs where an item in the representa-
tion does not map directly onto an object in the ontology. Semantic
heterogeneity occurs when apparently similar items in two different
representations have different semantics. The notion of semantic
divergence and semantic heterogeneity overlap—but do not
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coincide. By itself, semantic divergence does not necessarily lead to
semantic heterogeneity. If two databases that need to be integrated
have identical semantic divergences, then they are not semantically
heterogeneous, they work semantically in the same way. In practice,
much of the semantic heterogeneity in databases has its sources in
differing semantic divergences and most database integration pro-
jects have to deal with significant semantic divergence.

The distinction between semantic heterogeneity and diver-
gence can be used to characterize the way in which the ontological
matching strategy proposed here differs from that typically
adopted. Currently, many integration projects view the semantic
matching process as a mechanism for dealing with semantic hetero-
geneity—focusing on resolving the semantic differences between
the databases. And they analyze these differences using “real world
semantics.” The unified database is then a combination of the
homogenous and resolved heterogeneous data, both of which
may or may not be semantically divergent. The ontological strategy
focuses on purging the semantic divergence from each of the
databases, and in doing so, mapping the underlying ontology.
This ontology then provides a basis for designing the “single uni-
fied database” that is the output of the integration.

The preceding terms can be used to characterize what ontolog-
ical analysis for semantic integration is. Ontology provides a frame-
work and suggests a process for the analysis needed for semantic
matching. This process focuses on the semantics of the database,
identifying semantic divergence. It aims to purge this divergence to
produce an ontological model. One key aspect of this model is that
it explicitly contains at its top level the categories that inform the
ontological paradigm.

One of the most important concepts of system biology is
robustness [13], which can be defined as constancy of behavior
regardless of unsteady situations (e.g., environmental changes).
Actually, a striking feature of living organisms is their remarkable
resilience to external stimuli: understanding the mechanisms
underlying robustness could certainly enhance system biology’s
clinical translability.

The system biology approach is also considered the constraint-
based elucidation for the regulatory mechanisms in metabolic lin-
kages [15]. At the lowest levels, some behaviors of the systems are
limited by constraints, at the same time the latter allow other
behaviors to emerge [16].

2 Materials and Methods

In order to be able to obtain data that can be input to system
biology models, or serve as validation for the latter, the traditional
biology lab must be equipped with analytical capabilities, easily
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usable by personnel who is not necessarily trained in, e.g., informa-
tion engineering.

The traditional biology laboratory of the past was mostly
concerned with the application of experimental techniques in dif-
ferent areas: e.g., microbiology, biochemistry, cell and developmen-
tal biology. The data generated by the experiments were easily
managed with a laboratory notebook, possibly together with a
collection of images from, e.g., microscopy or electrophoresis.
Then, in the past data management was not systematically aimed
at sharing of knowledge between researches, leaving this aspect to
the cooperation between the individual researchers, given the task
assignments by the lab’s head.

The organization of the traditional biology lab reflected the
view of biological research at the time, in which particular mechan-
isms were singled out and studied accurately by just a few research-
ers. In this framework, the originality of ideas could work very well
even in the absence of a tight organizational structure.

Nowadays, after the advent of high-throughput techniques, in
particular those related to molecular biology, the view of scientific
discovery in biology is much less linked to the single researcher’s
ingenuity and initiative, and is regarded as a complex process,
involving the analysis of massive amounts of data (possibly from
diverse investigational standpoints), to be interpreted in a system-
level perspective. As underlined by Kitano, “System-level under-
standing requires a shift in our notion of “what to look for” in
biology. While an understanding of genes and proteins continues to
be important, the focus is on understanding a system’s structure
and dynamics. Because a system is not just an assembly of genes and
proteins, its properties cannot be fully understood merely by draw-
ing diagrams of their interconnections” [13].

With such considerations, it is evident that advanced biological
research is only possible today with remarkable resources of data
management and analysis. In the next section, we will illustrate the
experience of our laboratory on the transition to such a new para-
digm for biological research.

2.1 Quantitative Data

in Biology: An

Infrastructure for Data

Analysis and Exchange

In the everyday activity of the up-to-date experimental biology
laboratory, different techniques and methods are used, relative to
molecular sciences, statistical techniques, and System biology con-
straints. Experimental biology consists of the integration of typical
laboratory activities with scientific theories, drawn from several
domains: chemistry, physics, information engineering, and of
course biology, just to name a few.

It is widely recognized that available laboratory data (especially
from optical microscopy) are not fully exploited. Even though the
biologist’s insight is always extremely useful in assessing the rele-
vance of cell samples in different experimental conditions, never-
theless the need for more objective and repeatable assessments is

Imaging and Systems Biology 341



becoming urgent, given the possibility to automatize—at least
partially—the analysis of experiments. An obvious example is the
necessity to perform statistical analyses on the size distribution of
cell or cellular compartments, which has been a traditional, time-
consuming chore in biological laboratories, involving manual
delineation of contours and calculation of areas/volumes before
statistical testing. Image processing techniques (segmentation,
either supervised or unsupervised) allow saving considerable
amounts of researcher’s time, in doing this type of evaluations.

In light of these considerations, at our laboratory, the decision
was taken to fit the lab with an informatics infrastructure for data
exchange and processing. In doing so, it has been considered that
the lab personnel had generally no particular skill or previous
experience in information engineering, so one key requirement
for managing a quantitative, computer-based approach in image
analysis was to make available easily usable software tools, preferably
from open source developers.

In the following, we briefly describe the design and deployment
at our lab of a suitable platform (COSYSBI, for COoperative
SYStems Biology) for System biology. It is a tool for communica-
tion, data collection, sharing and dissemination of scientific results
of the various members of the lab.

Through a structured organization, the COSYSBI portal,
namely, the COSYSBI Communication Center, provides access
via the web to a diverse range of information, document reposi-
tories, applications, internal processes, and services, breaking the
barriers of space and time in which different researchers’ activity
usually occurs. This results in efficiency improvement of the indi-
vidual as well as of the groups referring to the lab. While the
advantages of using a portal in the field of dissemination of infor-
mation are clear, the use of the portal for the development of
collaborative and interactive activities is not yet established.

The COSYSBI Communication Center, therefore, in addition
to being a repository of information and a channel of communica-
tion, is an online collaboration tool that, through the virtual work-
place, allows and promotes collaboration between cross-functional
workgroups, allowing the real-time evaluation of the best solution.

The relocation of the space/time is achieved through the use of
the network and the ability to converge the channels of communi-
cation and of these functions/services: Audio/video conferencing,
email discussion, and/or web (mailing list, news groups), share and
edit documents in real time (co-editing), group browsing
(co-browsing), surveys, brainstorming.

The intranet portal was implemented through a multidisciplin-
ary approach that takes into account different aspects of communi-
cation, web design, organization, architecture, integration, and
application development.
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The objective of COSYSBI Communication Center is “manag-
ing knowledge.” The knowledge is then diffused and transferred
within the network in an organized way.

The main criteria that must inspire the methodology of design,
planning, and construction of the portal are the web usability: here
“usability” stands for the degree of ease of use and the functional
efficiency of the product.

The variables on which the correct application of usability must
be verified are the following:

Web Interface—is the set of all portal web pages and links, at
internal as well as at external level. It is possible to analyze the
interface from three standpoints: web design, navigation system,
personalization; Content—The type of information available will
vary depending on the typical user and the nature of the portal.

The following two tables (Tables 1 and 2) suggest how Web
Interface and Content should ideally be built.

After the design of the structure of the entire portal, before
proceeding to the realization, a structuring of the information flow
is necessary. This operation is preliminary with respect to the con-
struction of the portal, because it has an impact on the tools that
will be used.

In order to plan the activities of a portal you need to know:

1. Who are the users that you want to address; which are their
needs.

2. What areas of the portal are subject to change and which not?

3. The average time required to make the changes.

The tools that can be used for the creation of a portal are
countless. However, it is possible to draw some general require-
ments that any platform must meet. These requirements are:

Table 1
Criteria to be followed in the web interface design (design, navigation,
personalization)

Hierarchical structure of information

Side connections

Multiple usability models

Internal search engine

Recognizable design

Accessible design

Navigable design

Predictable design
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l Scalability of the structure.

l Open structure.

l Transportability on any platform of the functions of the portal.

Scalability—It is important to create a flexible and easily scal-
able structure. From the hardware point of view, this means ensur-
ing continuity of service regardless of the maintenance operations,
data storage, or renewal. From a software point of view, it means
using tools, languages, and easily expandable methods. Actually,
static tools would involve the impossibility to expand the portal
without redesigning it again from scratch.

Open structure—The Internet is now a huge archive, with the
desired information obtainable by several different devices. Because
of this, it is important to build a multichannel access to portal
solutions or at least to use open solutions, to be enriched in the
future without having to re-implement a new project.

Portability—The portability is the ability to access a resource,
regardless of the platform on which it resides. In the implementa-
tion phase, this means to bear in mind the presence of: different
browsers, often not perfectly compatible with each other; different
operating systems, obviously not compatible with each other; the
necessity of having to change the tools with technological innova-
tion growth.

The analysis of user requirements concerns the acquisition of
the specifications regarding the features, the architecture, and the
product technologies to be realized.

The definition of user requirements was particularly long and
laborious, since it is related to a purely scientific context. At this
point, a series of interviews with researchers of the lab was carried
out, in order to design a technological tool able to support projects
management as well as communication and sharing between part-
ners, and at the same time serving the real needs of the particular
context in which the instrument was to be inserted.

Particular attention was paid to the demand for high flexibility,
scalability, and adaptability of the systems and applications.

Table 2
Favorable properties for content

Up-to-date

Of high value

With appropriate depth and extension

Attractive: informative but understandable

Stimulating
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The goal was to make individual knowledge understandable
and applicable to the entire network, with the aim of collecting all
the documents and creating a database through a directory and a
search engine, so as to make any relevant piece of information
immediately available.

The COSYSBI Communication Center is a tool for knowledge
management: then, e.g., if the principal aim is to collect as many
documents as possible, to make them easily available, on the other
hand you will have to avoid collecting and preserving all those
documents that become useless and obsolete.

Hence, referring to a hypothetical ongoing research project,
some criteria and some reference group member, with appropriate
experience and acquired knowledge will have to be identified, in
order to make a sort of review and selection of project documenta-
tion. All the details necessary to contact the author of every docu-
ment will be provided: the possibility of a personal dialogue with
whoever is the holder of the special knowledge cannot and should
not be excluded from a system of knowledge management.

Thanks to this organizational system, it was found to be easier
to maintain consistency and continuity in the analysis of knowledge
and documentation collected by the group.

The logical model of COSYSBI Communication Center is
shown in Fig. 1

2.2 Current

Molecular Imaging

Lab Activities

The COSYSBI framework is used not only for data and document
management but also for access to computing resources and imag-
ing software (see Note 1).

Service
platform

Communication
channel

Document
management

Community

Activity
support

Collaborative
work

Forum, chat, istant
messaging, ecc..

Fig. 1 Logical schematic of COSYSBI Communication Center
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In our lab we collect a set of Software tools to approach the
quantitative measurement of molecular imaging data. For example,
ImageJ [17] is one of the most popular software used for biological
imaging analysis (Fractal Dimension and Lacunarity, Color Histo-
gram, Roundness, Cell counter, etc.). Another relevant Software
tool is CellProfiler [18]. These softwares are made available, via the
COSYSBI architecture already described, to all researchers attend-
ing the lab.

2.2.1 An Example of Data

Analysis Workflow for Cell

Cultures

Innovative research in experimental biology is enabled by the avail-
ability of advanced molecular imaging tools. In this review, to
characterize cytoskeleton proprieties, we have used the confocal
images from in-vitro cells cultures experiments, through multiple
analyses and in combination with the morphological information
on optical microscopy. The COSYSBI biological system repository
is an essential management tool for gathering information on cells
(cell lines, morphological characteristics, and information useful for
image analysis), to be linked to external databases on cells or
previous experiments, performed also by other research groups.
The easy accessibility of data stemming from multiple sources is a
key factor in deriving characteristic parameters, to be fed into the
suitable algorithms.

Confocal microscopy images are extremely useful for the quan-
titative analysis of experiments and model construction. In particu-
lar, visualization of the cytoskeleton structure is useful to
understand cell motility, stiffness, and more generally the cell phe-
notype. Cytoskeleton properties can be investigated, among other
methods, by the calculation of the fractal dimension, starting from
microscopy data. Such an analysis has been performed on confocal
images cells, to observe the changes of cell proprieties due to the
experimental protocol. Clear meaningful relationships are identi-
fied from the data experimented on different treatment condition
and are assessed graphically and statistically interpreted.

Figure 2 shows the protocol used for the quantitative evalua-
tion of the shape parameters.

The first step is to snake the cell membrane. This is a difficult
task to do at computational level. Often the biologist needs to
manually administer this task. He is able to identify the profile of
the cell membrane with all its protrusions, based on his own expe-
rience, even when the membrane is not on the microscope’s focus
plane. This task is particularly decisive for the correct evaluation of
cell morphology.

The next step is to subtract the background, due to the nutrient
medium and microenvironment. Even this step is particularly cru-
cial for a good fit. The ability to use automatic threshold algorithms
is almost always impossible: in this case too, the biologist supervi-
sion is required.
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After finishing the segmentation and background subtraction
work, all the cells can be brought back to a single image, represent-
ing our virtual slide.

Before proceeding to the quantitative measurement of shape
parameters, it is usually necessary to perform other preprocessing
operations on the images. Figure 2 shows binarization, smoothing,
and vectorization (find edges) as an example. At this point you can
start measuring shape parameters for each cell.

Each parameter is linked to a biological meaning, so that col-
laboration between bioinformatics and the biologist is really strate-
gic. Measurement and interpretation work should be understood as
a continuous work cycle. During this cycle, the bioinformatician
and the biologist further refine the measurement protocol and
decide which tasks can be left to automated calculations and
which others do not. It is important to observe that the quantitative
measurement of shape parameters can also provide useful indica-
tions for the evaluation of cell functions. The results of this measure
will be supplemented with those from confocal microscopy to
quantitatively characterize the cell phenotype. With the Systems
Biology approach, applying fusion between information from vari-
ous imaging techniques, we can realize the construction of an
electronic phenotype that virtually represents our cell culture.

In this part, we are briefly outlining how to extract the infor-
mation about the cell structures of Cytoskeleton from confocal
microscopy images with ImageJ and CellProfiler open source

Imaging collection

Computational imaging analysis
1.  Subtract background *
2.  Compose
3.  Make binary *
4.  Smoothing *
5.  Cell count
6.  Find edges *

Area
Roundness
Solidity
Coherency
Fractal dimension * affect the calculation
Entropy

Evaluate values and their distribution:

Manual snake *

Fig. 2 Computational protocol to quantitative evaluation of cell shape parameters
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software. ImageJ is one of the principal and most popular scientific
image analysis software. To facilitate more advanced and clear
results the program provides many plugins, made by a lively scien-
tific community, to add functionality and visualization tools. This
program is used in over 30,000 laboratories. ImageJ is a very
popular research tool helpful in imaging processing and run in
any web browser. Cell profiler enables gathering information
regarding number, thickness and length of actin, internal filaments,
and microtubules. Thus, it provides comprehensive structural
information about the cytoskeleton under investigation.

Details of how to acquire the information about the image
processing of the cellular data from ImageJ are descripted in
[19, 20]. In our experience, we applied the algorithms for the
identification of functional information, analyzing molecular imag-
ing data regarding experiments with cell line. In doing so, we have
used the built-in functions of ImageJ to filter and analyze our data.
An outline of the algorithmic steps is given in Tables 3 and 4.

We investigate area, roundness, fractal dimensions, solidity,
entropy, coherence to evaluate the cytoskeleton morphotype and
phenotype properties and to compare the results retained from
treated and untreated cells data. See in Note 2 for more details
about these steps.

Table 4
Pipeline for performing quantitative morphological analysis on confocal images with CellProfiler

Step 1 l Calculate the ratios (area nucleus)
l Measuring the image area occupied
l Calculating the image intensity (cells)
l Measure object intensity (nuclei)
l Predict correlation behavior of the cells

Step 2 l Measuring object size shape (nuclei)
l Performing the calculation and setting up the parameters for graphical representation
to display the data comparison

Table 3
Pipeline for performing quantitative morphological analysis on confocal images with ImageJ

Step 1 l Identifying the cells in ImageJ Software
l Calculate the split channels to separate the microtubules and nuclei

Step 2 l Refining and adjusting the threshold
l Adjust the top slider
l Adjust the bottom slider
l Calculate the threshold of each confocal image
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2.2.2 An Example of Data

Analysis Workflow for MRI

Imaging

The diagram in Fig. 3 shows the conceptual architecture of the
COSYSBI integrated platform for the MRI imaging management.

At the base of the system space are devices that interfere with
data acquisition equipment: MR scanners operating at 1.5, 3.0, and
7.0 T, electroencephalographic equipment (can be used in isolation
or in conjunction with MR scanners in the case of simultaneous
acquisition of neuroradiological and neurophysiological data). The
raw data produced at this first level (data acquisition) is transferred
through the DICOM protocol (images) and dedicated protocols
(EEG and MRS) (second level, data transfer) to a (classification)
third tier structure. In the third level, the data is sorted by two
possible addresses:

l Usable data for clinical purposes.

l Usable data for research purposes.

The fourth level (data storage and preprocessing) involves three
procedures:

l Convert raw data into interchange format.

l Preprocessing automated raw data (clinical data only).

l Population of repository tables based on the data header.

At this level, appropriate automatic backup procedures will be
implemented. The first level of the section in the user space implies
the opening of a user session, during which the user (local or
remote) authenticates and accesses the system, which grants

Fig. 3 Conceptual architecture of the COSYSBI integrated platform
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privileges corresponding to the different user groups. The three
main types of users envisaged are:

1. Medical personnel who are exclusively clinical.

2. Medical staff and researcher carrying out clinical research
purposes.

3. Researchers with different profiles.

At the next level (data query), the user queries the repository
via a different interface according to the allowed activity by access
profile.

The last level (data visualization and analysis) provides:

1. View the output as a result of the queries.

2. Interactive analysis corresponding to automated level 1 and
2 processing (e.g., thresholding, interactive multi-plan view,
etc.).

3. Download formatted data for custom analysis (level 3).

Figure 4 represents the operative scenario of the integrated
framework.

Through the Acquisition Console, users can select the type of
activity to implement:

Fig. 4 Operative scenario of the integrated framework
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l “Acquisition for Clinical Purpose.”

l “Acquisition for Research Purposes.”

Then the sequence type to be recorded is selected and the
acquisition phase begins.

The acquired data is transferred through the DICOM protocol
(images) and dedicated protocols (EEG and MRS) to a data classi-
fication structure.

Data is classified into:

l Usable data for clinical purposes.

l Usable data for research purposes.

The Central Server receiving the acquired data identifies the
typology of the data (by reading the header); thus, data processing
for the storage phase begins.

The sequences of captured data (images and signals from exter-
nal devices) will be processed and the results will be made available
to medical users under a cooperation model that will also enable
them to intervene with further processing on the sequences.

The integration of acquired data is to be understood as an
integrated view of the various image sources, but above all as
image processing and signaling aimed at obtaining the association
of the information typologies of the different techniques to the
same anatomical structures and, when assimilated, even electro-
physiological signals, including the temporal dimension.

In case the data were transferred with the “EEG” protocol,
conversion of the raw data into the EEG interchange format is
expected.

In case the data were transferred with an MRS protocol, con-
version of the raw data into MRS interchange format is expected,
and in this case also occurs before storage in the repository, if it is a
sequence of Type R (Acquisition for Research Purposes). If this is
not the case, preprocessing is performed.

Figure 5 shows how to use the integrated platform to extract
from MRI 3D images anatomic 3D structures of interest. Such
structures can then be used to create models of computational
fluid dynamics or to create real models by 3D printing technique.

2.3 Future Trends

for Automated Data

Analyses in Biology

Technological breakthroughs and developments continue to give
the experimentalists ever more tools, with increasing spatial and
temporal resolution, to investigate living tissues and cells. For
instance, metabolomics—a post genomic research field concerned
with developing methods for analysis of low molecular weight
compounds in biological systems (cells, organs, or organisms)—is
currently investigated with an impressive array of techniques: no
less than 14 different common analytical techniques for metabolo-
mics were already listed by Hollywood [21].
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Of course, in metabolomics analysis, as in the other omics
analyses, large amounts of data are already routinely produced. It
is easily predictable that this “data deluge” will not decrease in the
future, requiring careful attention in the analysis of the results of
each experiment.

Of equal—or even greater—importance will be the consider-
ation of the quality of measurements. For instance, when acquiring
continuous data streams for hours or even days, electronic drift can
bias the results, so equipment checks must be scheduled
periodically.

Statistical methods will be necessary to demonstrate compli-
ance to accuracy and precision requirements. Also reference sam-
ples—especially for the elusive metabolomics domain—need to be
developed in conjunction with such statistical methods.

In the last 5 years, there has been a great increase in the number
of molecular bioimaging tools and bioimaging control software
which support the microscopy hardware to perform the analyses
very quickly and flawlessly.

To efficiently analyze the ever increasing amounts of data, and
extracting information from them, it is essential to have Big Data
systems that can quickly find the correct information, process it,

Fig. 5 The typical pipeline to obtain 3D in silico model starting from MRI 3D DICOM image set
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and produce analytical results. However, although extremely
important, the Big Data Analytics function is only one of the
functions that can be achieved with the engineering techniques
involved in the Big Data area. Even more important are data
mining, data assimilation, and machine learning techniques;
Machine learning techniques are used for data analysis and pattern
recognition and thus they can play a key role in the development of
data assimilation procedure (Fig. 6), data mining applications, and,
in the near future, artificial intelligence.

Data analysis can be performed after acquisition of biological
data. Correlations between different biological factors, clinical and
non-clinical data and molecular analysis variants can be performed,
giving, i.e., an estimation of the probability of developing a pathol-
ogy, given the presence of each one of the risk factors; a predictive
model can be constructed during the follow-up time to monitor
the disease’s onset.

3 Notes

1. Here, we will look at some image analysis tools to analyze and
visualize our imaging data. Some open source software includes
ImageJ, Fiji, Meta Morph, Amira, Imaris; these softwares are
able to offer microscopy data analysis with direct linking to
imaging instrumentations.

The open source software is helpful for the image analysis
and image informatics workflow to visualize the data in an
easier way such as: Bioimage XD [22], Icy, Fiji [23], Cell
profiler.
There are image database in which the public repositories are
available for the data associated with the number of articles
already published. These include as follows:

model
data

assimilation

forecast
(background)

state update
(analysis)

observations

Fig. 6 Schematic illustration of the data assimilation
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The protein subcellular location image database (http://pslid.
org/), The human protein data base atlas (http://pro
teinaltalas.org), LOCATE (http://locate.imb.uq.edu.au/).

Besides, there are many integrative platforms for the image
data management. For example OMERO or BISQUE or
KNIME is used for bioimage analysis. Interestingly, machine
learning powerful microscopy analysis is concerned with pow-
erful machine learning algorithms, which automatically classify
the pixels of the images and applied to the experiments for
identifying the microscopy images [24]. In the last two dec-
ades, several groups have innovated various collections of sci-
entific images for biological experiments. Workflow systems
tools have also enabled serving multiple data resources. Open
source workflow tools are used as Taverna (http://www.
taverna.org.uk/) and Galaxy (http://galaxy.psu.edu/).

2. Let us start with one confocal image of the sample from our
experimental data. First, we load the data into ImageJ. For this
purpose, we use ImageJ built-it functions: File --- open ---
image from folder. Further, we split the channels by using the
functions inside the ImageJ session through, file --- image ---
Color --- Split channels (Fig. 7).

It is important to split the channels to separate the nuclei
and microtubules and to extract the resulting information.
Next, we contour the nuclei and microtubules to measure the
cell parameter that we choose to characterize morphological
and phenotypic features (Fig. 8).

We can also use split images from the confocal data to
overlay the nuclei over the underlying microtubules (Fig. 9).

Second, we analyze the nuclei that we have loaded before
and saved into the folder with the nuclei Region Of Interest
(ROI) manager tool. Once the threshold parameters have been
accomplished, it is of interest to analyze the effects and the
different structural dynamics onto the biological processes in
which the evaluations of the model were hypothesized. We
have adjusted the nuclei threshold at 9.20–15.20% (approx.
for the sample images) with the size ¼ 100–20,000 pixel for
the analyses of the nuclei that has been adjusted. In this work-
flow, we have calculated the morphological information for
nuclei image data.

The integration of the information about the confocal
images is analyzed with the CellProfiler. We need to adjust
the image according to a preprocessing calibrating protocol.
This is a very important step, at the basis of quantitative mea-
surements. And then, by drag and drop the individual confocal
image we load the data into the cell profiler. The resulting
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Fig. 7 Split images of the confocal image data (a). The enhanced contrast and brightness plug-in has been
used to visualize the microtubules and the nuclei (b)
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image will enable extracting the information with modules
settings underneath.
Now, we need to add the modules to use our pipeline. When
the modules are selected through the settings, we can run the
pipeline and model the output at every step through the
embedded execution functions (Fig. 10, 11, and 12).

Fig. 8 ImageJ screenshot of the analysis and measurement of the nuclei. The confocal image is selected to
adjust the threshold parameters to count the nuclei in the image. The nuclei contain information on
cytoskeleton experiment. All nuclei are red in color has been applied threshold. The particles were analyzed
from the in-built functions to allow the calculation and identification of the cells
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Fig. 9 ImageJ analysis screenshot of selected nuclei by applying the threshold parameter for the selection on
the confocal images data

Fig. 10 CellProfiler pipeline
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Fig. 11 Cell profiler to import the data from a drag and drop function. It enables improving cell handling
through a computerized processing tool cell profiler. The tool is able to count the cells and threshold and on
the left is to measure the density plot

Fig. 12 An example of result table of nuclei analysis through cell profiler inbuilt pipeline functions
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